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What is Dialog”

Understanding utterances, in the context of a
conversation

Generating responses

e [hat are consistent and coherent with the dialog
history

o [hat are interesting and engaging

« [hat meaningfully progress the dialog towards a goal



Types of Dialog

e Who is talking”

e Human-human

e HluMan-computer
« Why are they talking”
e [Jask driven

« Open-domain, chat



Open-Domain (Chat)



Two Paradigms

« (Generation-based models
o [ake input, generate output
o (Good if you want to be creative
« Retrieval-based models
o [ake input, find most appropriate output

o Good if you want to be safe



Problem 1: Dialog More Dependent
on Global Coherence

« Considering only a single previous utterance will lead to
ocally coherent but globally incoherent output

« Necessary to consider more context! (Sordoni et al. 2015)

context
because of your @
g message
Qeah I'm on my
response way now

ok good luck !

« Contrast to MT, where context sometimes is (Matsuzaki et
al. 2015) and sometimes isn’t (Jean et al. 2017) helpful




Problem 2: Dialog allows
Much More Varied Responses

For translation, there Is lexical variation but content remains
the same

« For dialog, content will also be different! (e.g. Li et al. 2016)

Input: What are you doing?

—0.86 I don’t know. —1.09 Get out of here.
—1.03 I don’t know! —1.09 I’m going home.
—1.06 Nothing. —1.09 Oh my god!

—1.09 Get out of the way. —1.10 I’'m talking to you.

Input: what is your name?
—0.91 I don’t know.

—0.92 I don’t know! —1.55 My name is Robert.
—0.92 I don’t know, sir. —1.58 My name is John.
—0.97 Oh, my god! —1.59 My name’s John.

Input: How old are you?

—0.79 I don’t know.

—1.06 I’m fine. —1.64 Twenty-five.
—1.17 I’m all right. —1.66 Five.

—1.17 I’m not sure. —1.71 Eight.




Problem 3: Dialog Agents
snould have Personality

e |f we train on all of our data, our agent will be a
mish-mash of personalities (e.g. Li et al. 2016)

message
response
message
response
message
response

Where do you live now?

[ live in Los Angeles.

In which city do you live now?

[ live in Madrid.

[n which country do you live now?
England, you?

We would like our agents to be consistent!



Generative Dialog
Response Generation



(Generation-based Models
(Ritter et al. 2011)

e [rain model to "translate” from context to response

e Like other seg2seq tasks, dialog response generation can be
done with encoder-decoders (Sordoni et al. 2015, Sheng et al.
2015, Vinyals and Le 2015)
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DialoGPT [Zhang et al. 2019]

Continue pre-training GPT-2 on conversations from Reddit
Filter long utterances

Filter non-English utterances .

Filter URLs

Filter toxic comments

Train on 147M dialog instances (1.8B words)

"Human-level” response generation ability



Meena [Adiwardana et al. 2020

User: How are things?

Evolved Transformer Encoder Block

Meena: They're good. How about you?

, . . Evolved Transformer Decoder Block
User: 'm trying to decide what to watch Evolved Transformer Decoder Block
Evolved Transformer Decoder Block

Meena: What are some of your favorite shows? Evolved Transformer Decoder Block

Evolved Transformer Decoder Block
. Evolved T f Decoder Block
User: | like the Good Place MGG S S
Evolved Transformer Decoder Block
Evolved Transformer Decoder Block
Evolved Transformer Decoder Block
shows are Supernatural, and Star Trek: TNG.

Evolved Transformer Decoder Block
Evolved Transformer Decoder Block

Evolved Transformer Decoder Block

User: What is TNG?

Meena: | haven't watched that. My favorite l

’, ~

Evolved Transformer Decoder Block

Meena: The Next Generation



Meena [Adiwardana et al. 2020]

Conversation C

Human:

Meena:
Human:
Meena:
Human:

Meena:
Human:

Meena:

Haha, I think mathematics has a presence be-
yond human existence.

So does philosophy.

Can you state with examples how this is true.
Can you state how it isn’t?

Without human existence there will be no one
left to comprehend whats right whats wrong,
and thus philosophy wi [sic]

That’s not the definition of philosophy.

Without human existence there will be no one
left to comprehend whats right whats wrong,
and thus philosophy will not be needed. How
do you define philosophy?

The study of general knowledge or the funda-
mental nature of things.

Conversation D

Human:
Meena:

Human:
Meena:
Human:
Meena:
Human:
Meena:
Human:
Meena:
Human:

Meena:

I like how cute cows are

Ah, interesting. You like how they are cute,
right?

yeah, and they’re realy smart

I heard they go to college

cows go to college?

I heard that a cow went to Harvard.

what did the cow study?

Bovine sciences.

do horses go to Harvard?

Horses go to Hayvard.

that’s a pretty good joke, I feel like you led me
into it

You were trying to steer it elsewhere, I can see
I,




PLATO-2 [Bao et al. 2021

Training Phase

(] Token
. Loss Function

——— Self-Attention

Stage 1. General Response Generation

p(rlc)

| Transformer Block [ |

| T:I:ansf;fmer Blockvl -1 | I
oajalala

Co n'text Res p'onse

Self-attention Visualization

h. h.

Transformer Blocks

ajcjololo

Context Response

Training Objectives

Stage 2.1. Diverse Response Generation

p(ric,z) [E] [ ]
h, h. h.

| Transformer Block [ |

Transformer Blocks

| Transformer Block [ — 1 |

000 0000

Latent Con'text Resp'onse Latent Con'text Res;;onse
p(z|c, 1) 82 ~ p(zlc,7)
Transformer Block [ hyu)

Transformer Blocks

Transformer Block [ — 1

BOO00 0000

Latent Context Response Latent Con'text Response

Stage 2.2 Response Coherence Estimation

I T

| Transformer Block [ | hevs hivy by

p(lrle,m)

Transformer Blocks

Transformer Block [ — 1

FoEm0 600H @0

Context Response Con'text Response




PLATO-2 [Bao et al. 2021

User: Hello

System: hello! hows your day going so far?

User: What are you up to?

System: just finished making coffee! what about you? what
do you do?

User: i’m playing video games

System: oh, nice! what kind? and i’m just relaxing here and
listening to some classical music.

User: i’m playing league of legends 15
System: nice! what rank are you? i haven’t played in forever.
User: who is your favorite classical musician?

System: probably beethoven. i like classical music.

User: i’'m plat 2

System: nice! i’d imagine you are better than that!

User: can you play an instrument?

System: i can play the piano. do you play any instruments?
User: thanks

System: i appreciate it! so what is it like being plat 2?
User: i can play the clarinet, but not very well haha
System: oh nice! i played clarinet in high school.

User: the games are difficult but rewarding

System: yes they are! 1 played the trumpet in college.




Improving Variety ano
Personalization



Diversity Promoting Objective

for Conversation

« Basic idea: we want responses that are like

unlikely otherwise

i etal 2016)

y given the context,

« Method: subtract weighted unconditioned log probability from
conditioned probability (calculated only on first few words)

logp(T'|S) — AlogU(T)

message

SEQ2SEQ

MMI P(T'[S) — AP(T)

I did not get the report from an mi-6
agent.

I don’t think that’s a good idea.

You did the right thing, did you?

You haven’t been given an assignment
in this case.

I don’t know what you are talking about.

I’ve been looking all over for you.

I’m losing my grip.

I don’t know what you are talking about.

I’m the only one in the world.

I am ready to help.

Come on, come on

I have something we need to talk about.

You programmed me to gather intelli-
gence. That’s all I've ever done.

You know that, don’t you?

You do have fun, don’t you?

I mean, we’d have to talk to him.

I mean, I don’t know.

I mean, he’s a good guy.

This has nothing to do with him. You don’t know anything about him, do I know him as much.
you?
How come you never say it? I don’t know Because I don’t want to hurt you

He is the one behind this scheme to crash
X-net.

I don’t know what you are talking about

Yes, he is, isn’t he?



Persona-pased Neural
Dialog Models (Lietal. 2017)

« Model each speaker in embedding space
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e Also model who the speaker is speaking to In
speaker-addressee model



Prompting-pased Methods to
Personalization (zhang et al. 2018)

o Express information about the speaker in text

Persona 1 Persona 2

I like to ski I am an artist

My wife does not like me anymore I have four children

I have went to Mexico 4 times this year | Irecently got a cat

I hate Mexican food I enjoy walking for exercise

I like to eat cheetos I love watching Game of Thrones

[PERSON 1:] Hi

[PERSON 2:] Hello ! How are you today ?

[PERSON 1:] I am good thank you , how are you.

[PERSON 2:] Great, thanks ! My children and I were just about to watch Game of Thrones.
[PERSON 1:] Nice ! How old are your children?

[PERSON 2:] I have four that range in age from 10 to 21. You?

[PERSON 1:] I do not have children at the moment.

[PERSON 2:] That just means you get to keep all the popcorn for yourself.
[PERSON 1:] And Cheetos at the moment!

[PERSON 2:] Good choice. Do you watch Game of Thrones?

[PERSON 1:] No, I do not have much time for TV.

[PERSON 2:] I usually spend my time painting: but, I love the show.



Personality Infused Dialog
(Mairesse et al. 2007)

Alt Realization Extra

Err... 1t seems to me that Le Marais 1sn’t as bad 1.83
as the others.

Right, I mean, Le Marais 1s the only restaurant  2.83

e [rain a generation
that is any good.

oo B uy

system with s s
(@ ' Ok, I mean, Le Marais 1s a quite french, kosher  5.17
COﬂtI’Ol |ab | e kno bS and steak house place, you know and the atmo-

sphere isn’t nasty, it has nice atmosphere. It has
friendly service. It seems to me that the service

based Oﬂ pe I’SOﬂ al |ty is nice. It isn’t as bad as the others, is it?

, 9 Well, it seems to me that I am sure you would 5.83
'tr a|tS like Le Marais. It has good food, the food is

sort of rather tasty, the ambience is nice, the at-
mosphere isn’t sort of nasty, it features rather
friendly servers and its price is around 44 dol-

lars.

o . g _ EXtrave rS|On 3 T am sure you would like Le Marais, you know.  6.00

The atmosphere is acceptable, the servers are
nice and it’s a french, kosher and steak house
place. Actually, the food is good, even if its price
1s 44 dollars.

® NOﬂ-ﬂeUI’aL bUt We” 10 It seems to me that Le Marais 1sn’t as bad as  6.17

the others. It’s a french, kosher and steak house

d one an d p er h a p S place. It has friendly servers, you know but it’s

somewhat expensive, you know!

' 2 Basically, actually, I am sure you would like Le  6.17
a p p | ICa b | e Marais. It features friendly service and accept-

able atmosphere and it’s a french, kosher and
steak house place. Even if its price is 44 dollars,
it just has really good food, nice food.




Retrieval-pased Models



Dialog Response Retrieval ‘

Va ° N
§ \\
' \

e |dea: many things can be answered i
with template |

« Simply find most relevant response | |-
out of existing ones in corpus T

Template responses

Image Credit: Google k




Retrieval-based Chat

(Lee et al. 2009)

« Basic idea: given an utterance, find the most
similar in the database and return it

Current User Utterance Retrieved Examples
LOC _TYPE & OiC| Of LOC ADDRESS 0l LOC TYPE & LI Xl
(Where 1s LOC_TYPE) (Where 1s LOC_TYPE in LOC_ADDRESS)
Discourse History Vector : [1,0,0,0] ====q==========q-r======m===-- Discourse History Vector : [1,1,0,0]
LOC TYPEO| OiC| € Xl €4 «

(Let me know where LOC TYPE 1s)

1 . . y
— | exico-Semantic Sin]i]arity ---------------- Discourse HISlOI’}/ Vector : [10()0]
----% Discourse History Similarity @
@

o Similarity based on exact word match, plus
extracted features regarding discourse




Neural Response Retrieval
(Nio et al. 2014)

e |dea: use neural models to soften the connection
between input and output and do more flexible matching

stm | Sentences Matrix
S1) Captain, we can not keep q =
going fast on these icy roads. r1 I
0.94 Lo
Ss) We can not keep going L
fast on these icy roads! |
S1) Hold your fire! He’s o -
0.60 | 8ota girl. s -':|_V. .
S5) Looks like he’s got a hostage. L LTS
S1) Yes, I can see that too Tl
0.3 | and I don’t think it’s so terrible. 1
S5) That’s why I do all the thinking. ]._H.

« Model uses Socher et al. (2011) recursive auto-
encoder + dynamic pooling



Smart Reply for Emaill
Retrieval (Kannan et al. 2016)

o Implemented in GMail smart reply

« Response model with seg2seq scoring, but many
improvements

- Beam search over response space for scalability

- Canonicalization of syntactic variants and clustering of
similar responses

- Human curation of responses

« Enforcement of diversity through omission of redundant
responses and enforcing positive/negative



Open-domain Dialog
Evaluation



Dialog Evaluation

Goal: Construct automatic evaluation metrics for

response generation/interactive dialog

Given: dialog history, generated response, reference

response (optional)

Output: a score for the response

Courtesy: Slide from Shikib Mehri, Fall 2021



Why is evaluating dialog hard? (1/3)

One-to-many nature of dialog

For each dialog there are many valid responses Hello!

Cannot compare to a reference response =~ Hey there! Good morning!
o The reference response isn't the on/y validresponse How are you?

Existing metrics won't work

- BLEU, F-1, etc.

Courtesy: Slide from Shikib Mehri, Fall 2021



Why is evaluating dialog hard? (2/3)

2. Dialog quality is multi-faceted
. Aresponse isn't just good or bad
. For interpretability, should measure multiple qualities
- Relevance
Interestingness

- Fluency

Courtesy: Slide from Shikib Mehri, Fall 2021



Why is evaluating dialog hard? (2/3)

3. Dialog is inherently interactive

. Dialog systems are designed to have a back-and-forth

Interaction with a user

- Research largely focuses on static corpora — Reduces

the problem of dialog to response generation

. SOme properties of a system can’t be assessed outside an

Interactive environment

- Long-term planning, error recovery, coherence.

Courtesy: Slide from Shikib Mehri, Fall 2021



Dialog Evaluation

Vletrics

. USR [Mehri and Eskenazi. 2020]
. GRADE [Huang et al. 2020}

. HolistickEval [Pang et al. 2020]

. DSTC6 [Hori and Hori. 2017]

. FED [Mehri and Eskenazi. 2020]
. DSTC9 [Gunasekara et al. 2021}

Courtesy: Slide from Shikib Mehri, Fall 2021



USR [Mehri and Eskenazi. 2020}

Masked Language
Modelling

[ Dialog Retrieval

<

Fact to Response
Selection

understandable

natural

maintains context

N

v

interesting

]
f

uses knowledge

J

UO0ISS3.139Y

[

0[ Overall Quality ]

Courtesy: Slide from Shikib Mehri, Fall 2021



Using Multiple References with
Human Evaluation Scores (Galley et al. 2015)

o Retrieve good-looking responses, perform human
evaluation, up-weight good ones, down-weight bad ones

Context ¢ Message m Response r Score
1 was about to text you and my two cousins got  aww, 1 can imagine their disappointment they were very disappointed!!! 0.6
excited cause they thought you were “rihanna”

ves. my ex-boyfriend, killed my cat. like i say, ican imagine! ves. luckily, the whole thing feels very much of 0.8
it was the start of a bad time... the past now.

its good.. for some reason i can't name stand i can imagine, banks doesn't disappoint na this is anything but a disappointment.. 0.6
out tracks but i've been playing it since it

dropped

at my lil cousins dancing to “dance for you". Imaoo i can imagine. they were belly rolling, filarious. 04

these kids are a mess.

what's sick about it?? do you know how long it i can imagine it yvour imagination is wrong, very wrong at that. 0.1
is?? no so how is it sick?

it's saad oh yeah the snow is very beautiful veah i can imagine the weather in russia is very cool. 0.7




Task-driven Dialog



Chat vs. Task Oriented

« Chat is basically to keep the user entertained
« What it we want to do an actual task”
o Book a flight

e Access information from a database



Task-oriented Dialog
Framework

e |n semantic frame based dialog:

- Natural language understanding to fill the slots in the
frame based on the user utterance

- Dialog state tracking to keep track of the overall dialog
state over multiple turns

- Dialog control to decide the next action based on state

- Natural language generation to generate utterances
based on current state



Pipeline Dialog System

Natural
Context > Language » Belief State
Understanding l
Dialog <+— Database
Manager
Natural l
Response [« Language <— Dialog Acts
Generation




Natural Language
Understanding

Natural language understanding in dialog involves

several key tasks:

. DialoGLUE [Mehri et al. 2020}

. Intent prediction: ATIS, SNIPS, Banking77,
CLINC150, HWU64

. Slot filling: ATIS, SNIPS, DSTC8-SGD, Restaurant8k

. State tracking: MultiwOZ (2.X)



NLU (for Slot Filling) w/
Neural Nets (Mesnil et al. 2015)

« Slot filling expressed as BIO scheme

Sentence | show |flights | from | Boston|To| New | York | today
Slots/Concepts| O O O |B-dept| O | B-arr | I-arr |B-date
Named Entity| O O O | B-city | O |B-city|I-city| O

Intent Find Flight

Domain Airline Travel

« RNN-CRF based model for tags




ConVEx [Henderson and Vulic. 2020

Pre-training paradigm specifically for slot filling — strong

few-shot/zero-shot performance

Template Sentence Input Sentence

I get frustrated everytime I browse /r/all. I stick to my BLANK most of the time. /r/misleadingpuddles Saw it on the frontpage, plenty of content if you like the
premise.

Why Puerto Rico? It’s Memphis at Dallas, which is in Texas where BLANK hit Hurricane Harvey. Just a weird coincidence.

BLANK is my 3rd favorite animated Movie Toy Story 3 ended perfectly, but Disney just wants to keep milking it.

It really sucks, as the V30 only has BLANK . Maybe the Oreo update will add this. = Thanks for the input, but 64GB is plenty for me :)

I took BLANK, cut it to about 2 feet long and duct taped Vive controllers on each  Yeah, I just duct taped mine to a broom stick. You can only play no arrows mode
end. Works perfect but it’s really fun.

I had BLANK and won the last game and ended up with 23/20 and still didn’t getit. I know how you feel my friend and I got 19/20 on the tournament today

Table 1: Sample data from Reddit converted to sentence pairs for the ConVEX pretraining via the pairwise cloze
task. Target spans in the input sentence are denoted with bold, and are “BLANKed” in the template sentence.



GenSF [Mehri and Eskenazi. 2021]

Requested Slots Slots Dialog

first name
System: What is the first

date z
last name \ name, last name?

time User: Laurice Hoisl |
System: Ok, the dateis ____

first name
System: What is the first name, last
last name name?

User: Laurice Hoisl
num. people System: Ok, the first nameis

Utterance

Laurice Hoisl



Dialog State Tracking

« Track the belief about our current frame-filling state (Williams et al. 2013)

System output

Hello, which bus route?

Sorry, which bus route?

Sixty one c, is that right?

Tracker inputs

Tracker output

General features

Dialog
state hyps

QuestionType: Ask
Times-asked: 1
Times-confirmed: 0
Hyp-count: 3

61B
61D

61C

Rest

QuestionType: Ask
Times-asked: 2
Times-confirmed: 0
Hyp-count:5

61B

61D

61C

63

53
Rest

QuestionType: Confirm
Times-asked: 2
Times-confirmed: 1
Hyp-count: 5

61B

61D
61C

SLU output
Userspeech  + confidence Per-hypothesis features
sixty one ¢ 618 61B
61D 61D
61C 61C
Observed-count: 1
Latest-confidence: 0.1
Confirmed: no
sixty one ¢ 63 63
53 53
61C 61B
61D
61C
Observed-count: 2
Latest-confidence: 0.2
Confirmed: no
yes YES 63
53
61B
Each hypothesis is 61D
described by 61C

features in each turn.

Observed-count: 2
Latest-confidence: 0.2
Confirmed: yes

| .

63

Each turn also has
features that describe

general dialog context.

53
Rest

Distribution over
dialog state hyps

At a given turn t, there
are G, dialog state
hypotheses to score.
At turn 3, G3=5.

ul:l

« Henderson et al. (2014) present RNN model that encodes multiple
ASR hypotheses and generalizes by abstracting details



| anguage Generation from Dialog
State W/ Neural Nets (Wen et al. 2015)

w, |h, w, |h, w, |hy,
. Condition LSTM \,L \L

units based on the ) el
dialog input, output &, ' 7
English e h
— / i, Cl / 01 %
LSTM cell
DA cell /
dt-l dl
r, >
)
d()
W, hl-l
—>{ 0,0,1,00,.,10,0,..,1,0,0,.. ) dialogact1-hot

— Inform(name=Seven_Days, food=Chinese)  representation



End-to-end Dialog Control

(Williams et al. 2017)

o Train an LSTM that takes in text and entities and
directly chooses an action to take (reply or API call)

- . (7 (9 (10]
(3 ) ] i Dense Normal-
Utterance embedding > RPey X ization.
o - |
Bag of words vector ———— t+1 Forecast() 0.93
- o -
(16) API = @ | Anythingelse? 0.07
- API call t+1 — = 5
|| <city>, right? 0.00
APl [
[17) o (15] t+1 —» l
text Action ) I> Fully-formed Q/ Entity / o (;I';:i?;e
2 o g “
type: action output / Samclate

e [rained using combination of supervised and
reinforcement learning



Questions?



