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Two Types of
L inguistic Structure

* Dependency: focus on relations between words
ROOT
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I saw a girl with a telescope

e Phrase structure: focus on the structure of the sentence

/%\ o

PRP VBD DT NN

\ savv a g|rl vvlth a telescope



Grammar Induction (Unsupervised Parsing)

Learning a set of (probabilistic) grammar rules



Typical grammar induction methods

unsupervised constituency and dependency parsing



watching a model train

watching a model train
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Probabilistic parsing
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Better: every rule has a weight.
* A tree’s weight is total weight of all its rules.
* Pick the overall lightest parse of sentence.

Best: train the weights!
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CFG definition

c G =0, N,P 2, R)

» JJ: Set of nonterminals (constituent labels)
WLOG, only consider binary branching; Chomsky Normal Form

e 9P Set of preterminals (part-of-speech/tags)

S— A / Ae N

A— BC, AeN,B,CeNUP
o S: Start symbol T sa. TEP

o 2.: Set of terminals (words)

o A:Set of rules



Probabilistic CFGs

* For every rule, assign a probability to it.

 The summation of the probabilities of the rules with the same left hand non-
terminal X is 1:27t(X — Y)=1
Y

 How to get the most probable tree given the probabillities of the rules?

* Does greedy work??
 What do you need to store?

e Span? Left-hand non-terminals? Right-hand non-terminals?



Rule -log prob
S’ =Pron Verb 4
S’ =Pron VP 2
S’ =NP VP 2 Remember to store back-pointer!
NP —NP Verb 5
NP—Det Noun 2
NP—Det NP 2
NP—=Noun Noun 4
VP—Noun NP 5
VP—Verb NP 2
VP—VP NP 2 .

—c Wwatcnes 4 mModel  tran



Rule -log prob
S’ =Pron Verb 4
S’ =Pron VP 2
S’ -NP VP 2 Build the whole tree by branching from root.
NP —NP Verb 5
NP—Det Noun 2
NP—Det NP 2
NP—=Noun Noun 4
VP—Noun NP 5 i
VP—Verb NP 2
VP—VP NP 2 .

—c Wwatcnes 4 mModel  tran



CYK algorithm

* The probability of a constituent with a non-terminal is often called inside
probabillity

. Palx,y) = ,If}ghé (—logn(A — BC) + pp(x, k) + pc(k + 1,y))

 Complexity?



CYK algorithm

* We can use the same CKY algorithm to calculate the marginal probability of a
sentence through

 Bux,y) = —log Y exp(logn(A — BC) — fy(x,k) — Bk + 1,))
k,B,C

e What else can it do”?
» Recognizer: f,(x,y) =V, pc (A = BC) € R A fp(x, k) A pc(k + 1,y)

* A general form?



CYK algorithm

* Semiring Parsing

* Orrig (rirg)

weights ® ® ©

total prob | [0, 1] + X 0
max prob | [0, 1] max X 0
min -logp | [0, ] min + 0o
log prob | [-, 0] |logsumexp + -00
recognizer| T/F or and F




Optimizing PCFGs

* [raditional methods: inside-outside algorithm

 Good news: You can directly optimize the log prob calculated by CKY with
autograd with the same effect and time complexity.

* Optional reading: Inside-Outside and Forward-Backward Algorithms Are
Just Backprop

* Similar to language models, we optimize the log probability of the sentence:

« L= _logZp(Tx)
T

X
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Neural PCFGs

* Neural parameterization for PCFGs
exp(u,, f(wr))
> wres €xp(uy, f(wr))

Tr_sw = NEURALNET(W7p) =

shared neural net

e e
T
Ty X exp( u,, f( wp ) )
"~ —
output emb. iInput emb.

 same training method

 Where’s the magic?



Neural L-PCFGs

* You can further improve Neural PCFGs by adding head annotations

S[CHASING]
NP[mASING]
DT[IQN\N[DOG] VBZ@ASING]
e dg b oemstes
(1) 5— Al AeN
5 — 4, AeN @A:a:%B:a:C[ﬂz, AeN,B,CeNUP
A= BC, AeN,B,CeNUP @A:a:—)B:B:C[a:, AeN,B,CeNUP

Lo rePr @T[a]—)a, T eP



Neural L-PCFGs

| -PCFGs did not work well because they have even MORE parameters than
PCFGs

P(Tree|sentence)



Limitation of lexical dependencies

Independent head word and argument word

S

the spy

with the telescope

with the telescope

The spy saw the cop with the telescope.




Using a latent compound variable

Conditional independency
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the cop
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The spy saw the cop with the telescope. The spy saw the cop with the revolver.



Results

.| Compound PCFG o DMV " Neural L-PCFGs
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Limitations

» Efficient Bilexical dependency (table assumes enough parallel workers)

Time complexity

Space Complexity

Unilexical dependencies

O(L)

OWL> | NN+ 1P

Bilexical Dependencies

O(L)

O | NN+ ]12]))

® Neural Bi-Lexicalized PCFG Induction.




Correct bias?

Case study: ordered neuron

* By cumax and calculating the S sl
expected forget height of each word. _ —_ . : . “ ”

« Each word has a weight, which 1 O] O NJV N 5l
determines whether to break the oo )
constituent. g = cumax(. ..) = cumsum(softmax(...)).

ﬁ = cumax(Wf:vt + Ufht—l + bf)
iy = 1 — cumax(Wsz; + Ushy_1 + b;)



Correct bias?

Case study: ordered neuron

* Notice any problem?

 Hint: what kind of phrase
structure it cannot represent?

 Why does it work?

Premises
Inference rules

BINARY

LEFT

RIGHT

MIDDLE

Goals

1, n]
4, 4] o
TR —1=1
il [, 4] 7
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Key to the mystery: visual prior?



Visual Prior Grammar Induction

* Visual grounded neural syntax acquisition

A cat is on the ground —>
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Visual Prior Grammar Induction

* Visual grounded neural syntax acquisition

Model NP VP PP ADJP Avg Fi

Shi2019 79.6 26.2 42.0 22.0 50.44+0.3

. . - - . Shi2019* 80.5 26.9 45.0 21.3 51.4+1.1

» Similar results even if the dimension of Dows,cxs 772 170 534 182 497559

. 2, sws,cve  80.8 19.1 52.3 17.1 51.6+0.6

embeddings get shrunk to 1 or 2. JHI

Shi2019 74.6 32.5 66.5 21.7 53.3x0.2

Shi2019* 73.1 33.9 64.5 225 51.84+0.3

. . 1,sws,cmMme  74.0 35.2 62.0 24.2 51.8x=0.4

 embeddings mainly capture POS tags 2,5ws,cme_ 73.8 30.2 63.7 219 51.3+0.1
+HI+FastText

T T T T T T Shi2019 78.8 244 65.6 22.0 54.44+0.3

2,sws,cME (7.5 22.8 66.3 19.3 53.6 £0.2

tas.-t©  Shi2019* 77.3 23.9 64.3 21.9 53.3+0.1
° COncreteneSS? IR L 1,sws,cme  76.6 21.9 68.7 20.6 53.5+1.4

+HI+FastText-IN

Shi2019* 78.3 26.6 67.5 22.1 54.9+0.1
1, Sm, CMX 79.6 29.0 38.3 23.5 49.7+0.2
1,SMH1,CMX 77.6 45.0 72.3 24.3 57.5:|:0.1
1, sM, CME 80.0 26.9 62.2 23.2 54.3+0.2
X d=1 1,smur, cme  76.5 20.5 63.6 22.7 52.2+0.3
0or © e EE—— — | Sws CME  TT.7 26.3 72.5 22.0 55.5+0.1
2,Sws,CME 78.5 26.3 69.5 21.1 55.2:|:0.1

@ nNoun Verb Adp @ Adj @ Other



Visual Prior Grammar Induction

« Recommend readings
e Visually Grounded Compound PCFGs.

® Dependency Induction Through the Lens of Visual Perception
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