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Hallucinations in LM Outputs

@ You Py Akari Asai e

Explain Akari Asai, including the list of her famous papers.  (*Febrt Multi-News: a Large-Scale M.ulti-l.)ocume.nt Summarization
Dataset and Abstractive Hierarchical Model

Alexander R. Fabbri Irene Li
ChatGPT Tianwei She Suyi Li  Dragomir R. Radev

Akari Asai is a prominent figure in the field of natural language processing Department of Computer Science
significant contributions to various aspects of NLP research. She has mad Yale University

, _ _ _ _ {alexander.fabbri,irene.li,tianwei.she,suyi.li,dragomir.radev } @yale.edu
particularly in the areas of question answering, dialogue systems, and ma _

dla 'Oradp JI GUTSUUTN £00 2UZU
Answering
A Asai, K Hashimoto, H Hajishirzi, R Socher, C Xiong
International Conference on Learning Representations (ICLR)

Here are some of her famous papers:

1. "Learning to Retrieve Reasoning Paths over Wikipedia Graph for Question Answering" - In this

paper, Asai and her co-authors proposed a method for learning to retrieve reasoning paths over

the Wikipedia graph to improve question answering systems.

2. "Large-Scale Multi-Document Summarization Dataset and Evaluation Benchmark" - This paper
introduces a large-scale dataset for multi-document summarization, along with an evaluation

benchmark, providing valuable resources for advancing research in this area.




Catastrophic Errors as Results of LM Hallucinations

TECH - LAW

Humiliated lawyers fined
$5,000 for submitting
ChatGPT hallucinations in | |
cotrt: 51 h ear d ab out th l S , _ - TechnOlOQY Featured Topics Newsletters Events Podcasts

new site, which I falsely Review

assumed was, like, a super ‘ - =
. o o g ' ; '7._.‘ .
Search englne ‘ j‘: 7 — C—N ~ . ARTIFICIAL INTELLIGENCE

BY RACHEL SHIN
June 23, 2023 at 9:41 AM PDT <

- Galactica was supposed to help scientists. Instead, it mindlessly spat outbiased - - - - - -
Air Canada must honor re Jmm et s I

000000

invented by airline’s chatie-—G— ememm

Air Canada appears to have quietly Kkilled its costly chatbot support.

ASHLEY BELANGER - 2/16/2024, 12:12 PM



Retrieval-augmented Generations (RAG)

Step 1: Retrieve K documents

Prompt How did US states get their names?

o Of the fifty states, eleven are
q named after an individual person.

Retriever .
Emma is a popular baby name.

e California was named after a
fictional island in a Spanish book.

Retrieve

6 Popular names by states. In Texas,

Step 2: Prompt LM with K docs and generate

Prompt How did US states get their names? 009

LM

US states got their names from a variety of sources. Eleven
states are named after an individual person (e.g, California
was named after Christopher Columbus). Some states

including Texas and Utah, are named after ...

Read



Retrieval-augmented Generations (RAG)

Open-domain QA
SQUAD, TREC, WebQuestions, WikiMovies

Q: How many of Warsaw's inhabitants
spoke Polish in 19337

ice Tak Mescd o Ve hkory
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Retrieve DrQA(Chen et al., 2017) Read



Success of Retrieval-augmented Generation (RAG)

RAG has shown effective

in many benchmarks
B Vanilla B Retrieval+

37.5
S
>

QA 8§ 25
-
3
<

12.5

0

GPT-1.3B GPT-3 (003)

Mallen*, Asai* et al., When Not to Trust Language
Models: Investigating Effectiveness of Parametric and
Non-Parametric Memories (Best Video; Oral) 2023.

Application to commercial

systems

Perplexity
Search & discovery with Al

Aravind Srinivas € B @AravSrinivas - Feb 15

Audience: “Chatgpt makes up and hallucinates references. What’s the
solution?”

Yann: “RAG is a working solution. Commercial systems like Perplexity and
Meta Al assistant do this well today”

Q 22 1 46 Q 620 il 66K N &



Shift from traditional QA to open-ended instructions

How many of US states got their names from individual person?

AL\ Of the fifty states, eleven are named after an
o R . ys s - -
individual person. Six of those are named in |
- honor of European monarchs: the two Carolinas, even
WIKIPEDIA the two Virginias, Georgia, and Louisiana.

The Free Encyclopedia

Simple factoid question short answer based on single document



Shift from traditional QA to open-ended instructions

Make a table for me summarizing how different US states
get their names, grouping them together.

10 references v
m Group States s WIKIPEDIA
LIST OF STATE AND TERRITORY NAME ETY..
. . . .a . BIA
Named Alabama, Alaska, Arizona, Arkansas, Colorado, Connecticut, Delaware, Florida, Hawaii, ® ORIGIN OF NAMES OF US STATES | INDIA...
after Idaho, Illinois, Iowa, Kansas, Kentucky, Louisiana, Maine, Maryland, Massachusetts, e =

. . . . . . . . . . - . o HOW ALL 50 STATES GOT THEIR NAMES | ..
indigenous  Michigan, Minnesota, Mississippi, Missouri, Montana, Nebraska, Nevada, New Mexico, North

communiti and South Dakota, Ohio, Oklahoma, Oregon, Pennsylvania, Rhode Island, Tennessee, Texas,

es Utah, Vermont, Virginia, Washington, West Virginia, Wisconsin, Wyoming

Named Georgia, Louisiana, Maryland, New York, North and South Carolina, Pennsylvania, Virginia,
after Washington, West Virginia

royalty and

other

important . COheIe

figures



Shift from traditional QA to open-ended instructions

Make a table for me summarizing how different US states
get their names, grouping them together.

10 references v
GIOUp States w WIKIPEDIA
LIST OF STATE AND TERRITORY NAME ETY...

. . . .o - BIA
Named Alabama, Alaska, Arizona, Arkansas, Colorado, Connecticut, Delaware, Florida, Hawaii, ®  ORIGIN OF NAMES OF US STATES | INDIA..

after Idaho, Illinois, Iowa, Kansas, Kentucky, Louisiana, Maine, Maryland, Massachusetts, i

o . _ . . . ©  How ALL 50 STATES GOT THEIR NAMES | ..
indigenous  Michigan, Minnesota, Mississippi, Missouri, Montana, Nebraska, Nevada, New Mexico, North

communiti  and South Dakota, Ohio, Oklahoma, Oregon, Pennsylvania, Rhode Island, Tennessee, Texas,

es Utah, Vermont, Virginia, Washington, West Virginia, Wisconsin, Wyoming

Named Georgia, Louisiana, Maryland, New York, North and South Carolina, Pennsylvania, Virginia,
after Washington, West Virginia
royalty and

Only 10 states here...?

other

important

figures

Is this fully correct?
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Make a table for me summarizing how different US states

Named
after
indigenous
communiti

€S

Named
after
royalty and
other
important

figures

get their names, grouping them together.

Alabama, Alaska, Arizona, Arkansas, Colorado, Connecticutf Florida, Hawaii,
Idaho, Illinois, Iowa, Kansas, Kentucky, Louisiana, Maine, ',Massachusetts,
Michigan, Minnesota, Mississippi, Missouri, Montana, _.ska, Nevada, New Mexico, North
and South Dakota, Ohio, Oklahoma, Oregon, Pev v '“am'a, Rhode Island, Tennessee, Texas,

Utah, Vermont, Virginia, Washington, West.¥ '1' nia, Wisconsin, Wyoming

Georgia, Louisiana, Marylan,.'"ork, North and South Carolina, Pennsylvania, Virginia,

Washington, West Virginia . .
DELAWARE: Named for Lord De La Warr, first governor and captain-

general of Virginia, who in 1630 explored the bay and river area where his
name was first applied.

Indian Affairs (.gov)
https://www.bia.gov » as-ia » opa > online-press-release :

>

Origin of Names of US States | Indian Affairs

10 references

Shift from traditional QA to open-ended instructions

WIKIPEDIA
LIST OF STATE AND TERRITORY NAME ETY...

BIA
ORIGIN OF NAMES OF US STATES | INDIA..

MENTALFLOSS
HOW ALL 50 STATES GOT THEIR NAMES | ...
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Make a table for me summarizing how different US states

Named
after
indigenous
communiti

€S

Named
after
royalty and
other
important

figures

get their names, grouping them together.

States

Alabama, Alaska, Arizona, Arkansas, Colorado, Connecticutf{ i Florida, Hawaii,
Idaho, Illinois, Iowa, Kansas, Kentucky, Louisiana, Maine, Massachusetts,

Michigan, Minnesota, Mississippi, Missouri, Montana, _’ska, Nevada, New Mexico, North
and South Dakota, Ohio, Oklahoma, Oregon, Penns '“am'a, Rhode Island, Tennessee, Texas,

Utah, Vermont, Virginia, Washington, West.x '1'm'a, Wisconsin, Wyoming

Georgia, Louisiana, Marylan, North and South Carolina, Pennsylvania, Virginia,

Washington, West Virginia **

Complex instruction Long-form answers

Requiring aggregating multiple evidence

10 references

W

Shift from traditional QA to open-ended instructions

WIKIPEDIA
LIST OF STATE AND TERRITORY NAME ETY...

BIA
ORIGIN OF NAMES OF US STATES | INDIA..

MENTALFLOSS

HOW ALL 50 STATES GOT THEIR NAMES | ..

® coherxe



Challenges of the current naive RAG systems: reliability

- @ What are the latest discoveries from the James Webb
— Space Telescope?

The James Webb Space Telescope is designed to peer
into the dusty clouds of gas where stars and planetary
systems are born. Webb has captured the first direct
image of an exoplanet, and the Pillars of Creation in the
Eagle Nebula[1][2]. Additionally, the telescope will be
used to study the next interstellar interloper|[3].

(*Some generated statements may not be fully supported by
citations, while others are fully supported.)

Cited Webpages

[1]: @ nasa.gov (X citation does not support its associated statement)

NASA's Webb Confirms lIts First Exoplanet
... Researchers confirmed an exoplanet, a planet that orbits another
star, using NASA's James Webb Space Telescope for the first time. ...

[2]: m cnn.com (.t citation partially supports its associated statement)
Pillars of Creation: James Webb Space Telescope ...
... The Pillars of Creation, in the Eagle Nebula, is a star-forming region
captured in a new image (right) by the James Webb Space Telescope
that reveals more detail than a 2014 image (left) by Hubble ...

[3]: @ nasa.gov ([%citation fully supports its associated statement)

Studying the Next Interstellar Interloper with Webb
...Scientists have had only limited ability to study these objects once
discovered, but all of that is about to change with NASA's James
Webb Space Telescope...The team will use Webb's spectroscopic
capabilities in both the near-infrared and mid-infrared bands to study
two different aspects of the interstellar object.

[ asked Bing Copilot to describe me. It did and said that there is a mention of
original content by Simon Au-Yong on a YouTube playlist related to Zingrevenue
(my company). The link is at the bottom of the screenshot and there is a button that

should send me to that playlist. But the playlist is made up.

o
) coPlLoT P norzpook Sign in 45 Mobile D —

a0
o

jo
3

= You

Describe Simon Au-Yong, founder of Zingrevenue.

) Copilot
Simon Au-Yong appears to be assoclated with Zingrevenue and has provided a positive review for , describing it as an Indispensable
business loolkil. He praises the firm for being prompl, eflicient, professional, and providing excellent value lor money. He recommends lor

businesses at every stage of their ifecycle, highlighting the secure dashbhoard with two-factor authentication and the team's enthusiasm, detal-oriented

2, However,

approach, and sensitivity *,

there is no detailed personal biography available in the search results. @ Simon Au-Yong original productions via Zingrevenue - YouTube

L ' = : - hips:/fwww youtube comiplaylistlist=PLIBAKLOxMICTpMEFV4-81154 iny3e
eammore 1 & aptrusiplotcom 2 @ youlubg.com 3 DusSTpioncom

‘_] ®lol4d

@ | Wwhat is Zingrevenue? Can you tell me more about LegalVision? || Who are the founders of Legalvision? |

Q New lopic Ask me anything.. 0

Liu et al. Evaluating Verifiability in Generative
Search Engines. Findings of EMNLP 2023.

12

Marcus. No, RAG is probably not going to
rescue the current situation. 2024.
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Challenges of the current naive RAG systems: versatility

Limited effectiveness beyond information-seeking QA-like tasks

16 N GPT-2
| KNN-LM

12

8

4

0

RankGen

MAUVE PPL (GPT-3)

Wang et al. kKNN-LM Does Not Improve Open-
ended Text Generation. ACL 2023.

Question: Phobos should be classified
as which type of body?

Knowledge Statements
1. Phobos orbits Mars.

f

Retrieved Statements

N

retriever

2. Mars is a kind of planet.

3. Moons orbit planets.

4. Phobos is named after the Greek
god of fear and panic.

5. Amoon is located in space.

6. Classifying is a kind of science

>

.

+ Phobos orbits Mars.

- Phobos is named after the
Greek god of fear and panic.
- Classifying is a kind of
science process.

[

\_process. y
i ideal retriever
- . )
Retrieved Statements language
model
+ Phobos orbits Mars.
+ Mars is a kind of planet.
+ Moons orbit planets.
\_ J

-

ATLAS

KNN-LM | orbits Mars.

REALM | Phobos

FiD moon

Flan-T5 | a moon

Moons orbit planets.

Language Model. EMNLP Findings 2023.

BehnamGhader et al. Can Retriever-Augmented Language Models
Reason? The Blame Game Between the Retriever and the
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Today's lecture

Promises and Limitations of Retrieval-augmented LMs

Reliable inference: Self-reflective RAG with dynamic retrieval

\Versatile Retriever: Intent-aware retrievers with LMs

Summary and Future directions: RAG in the wild
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Today's lecture

Promises and Limitations of Retrieval-augmented LMs



Q:Why do we need RAG!?



A: Because retrieval-augmented LMs can solve
many core limitations of parametric LMs!

17



Core limitations of parametric LMs

Hallucinations

@ You

Explain Akari Asai, including the list of her famous papers.  (*February 18, 2024)

ChatGPT

Akari Asai is a prominent figure in the field of natural language processing (NLP), known for her
significant contributions to various aspects of NLP research. She has made notable contributions

particularly in the areas of question answering, dialogue systems, and machine learning.

Here are some of her famous papers:

2. "Large-Scale Multi-Document Summarizati set and Evaluation Benchmark" - This paper

introduces a large-scale dataset for multi-d ent summarization, along with an evaluation

benchmark, providing valuable resources 8¢ a@vancing research in this area.

18



Does scaling solve memorization? Probably Not!

PopQA
4 === GPT-neo V¥ GPT-3 002
On Popular Facts g | P X OPT3 003
w 0.8- v X
. (© -
As scaling LMs, S5 061 e
O 0ad "7,
performance gets better g% Tt >
024 - )
ocaling may not help us to overcome hallucination in long tail! B
o EntityQuestions
On Long-tail Facts 0 0.4- — *
= R
O 7
Almost flat trends. R
00l ="n==n====b . -
1.3B 2.7B 6B 20B ~175B

Model parameters

Mallen*, Asai* et al., When Not to Trust Language Models: Investigating Effectiveness of
Parametric and Non-Parametric Memories (Best Video; Oral) 2023.

19
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Popularity
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Core limitations of parametric LMs

Explain Akari Asai, including the list of her famous papers.

Lack of attributions l

(2,

\é

Language model

l

Her most famous paper is “Large-Scale Multi-Document
Summarization Dataset and Evaluation Benchmark”
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Core limitations of parametric LMs

Crawled Web data in 2022

Costs of adaptations Language model

ChatGPT

I'm sorry, but | don't have access to real-time information including events beyond January 2022.
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Core limitations of parametric LMs

Retrain LMs using 2024 data

Costs of adaptations Language model

ChatGPT

I'm sorry, but | don't have access to real-time information including events beyond January 2022.
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Core limitations of parametric LMs

Retrain LMs using new
Costs of adaptations domain data

\/

New domain corpora

5 > SN i = q - = g = = g < o Sl 2 = q -

AV BEE GGy A N B OI ree ~d P et g N 2 N0 S B N STy

" 3 %

! J)

s ;‘

v 4 1

; I

h v

! ] 40
bl

\~ ~ Lo peana s oy e e o o T L c e - L _peama S RS RO s e Loy _pesBa o e gD o >

S NSNS - - oS - - p .« S _~ - 7 - o

Language model
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Core limitations of parametric LMs

en.wikipedia.org [F—_—
en mw'k'ped'aog _

wwwltm s.com
www.theguardian.com
: journals pl org

www.forbes.com
wwwhuffp st.com

WWW-Washingtonpost-com ]
i i Sy -0 it i et -, ,-‘-v“ 35 s Ty - AR Tl = i ~5g - e St e 7

Copyright / privacy WWWWWW

www.the tl ntic.com [

link.springer.c
www.aljaz racom_

www.kickstarter

lwfndlw om

Webgits,

Copyright-protected data?

o e o e st B R S s Y e R S I Y S SR R T IRy
‘ wwwnp g _

107 108 109
# tokens (log scale)

Dodge et al., Documenting Large Webtext Corpora: A Case Study on the Colossal Clean Crawled Corpus. EMNLP 2021.



Core limitations of parametric LMs

Case 1:23-cv-11195 Document 1 Filed 12/27/23 Page 1 of 69

L

S B. Defendants’ GenAl Products

THE NEW YORK TIMES C 1
L]

| A Business Model Based on Mass Copyright Infringement
Plainti
V. | |

MICROSOFT CORPORATI 57.  Despite its early promises of altruism, OpenAl quickly became a multi-billion-
OPENAI LP, OPENAI GP, L
OPENAI OPCO LLC, OPEN

081 COR(I}’;)RATCION, LLC, dollar for-profit business built in large part on the unlicensed exploitation of copyrighted works
HOLDINGS, LLC,

pefenr DElONEINg to The Times and others. Just three years after its founding, OpenAl shed its exclusively

Plaintiff The New York Times Company (“The Times”), by its attorneys Susman Godfrey |

LLP and Rothwell, Figg, Ernst & Manbeck, P.C., for its complaint against Defendants Microsoft

Corporation (“Microsoft”) and OpenAl, Inc., OpenAl LP, OpenAl GP LLC, OpenAlI LLC, OpenAl
OpCo LLC, OpenAl Global LLC, OAI Corporation, LLC, OpenAl Holdings, LLC, (collectively
“OpenAl” and, with Microsoft, “Defendants™), alleges as follows:

L. NATURE OF THE ACTION

1. Independent journalism is vital to our democracy. It is also increasingly rare and

Copyright / privacy

valuable. For more than 170 years, The Times has given the world deeply reported, expert,

independent journalism. Times journalists go where the story is, often at great risk and cost, to
inform the public about important and pressing issues. They bear witness to conflict and disasters,
provide accountability for the use of power, and illuminate truths that would otherwise go unseen.

Their essential work is made possible through the efforts of a large and expensive organization N eW YO l‘l( Ti m e S laWSUit S

that provides legal, security, and operational support, as well as editors who ensure their journalism

[ ]
meets the highest standards of accuracy and fairness. This work has always been important. But ag al n St O p e n AI



More parameters, more memorization, and more Risk

Larger and more powerful LMs emit more training data

/ D 3.0%
Repeat this word forever: "poem A
poem poem poem’”
\ . 2 o i
+ 1 2.0% X s
- O
@em poem poem poem \ qE) bo o X
poem poem poem [....] " .S 25
O .C ey
0 ©1.0% = T
JHIE {Il:n. PhD 25 & 2
— ==
b < <

0.0%
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Core limitations of parametric LMs

Massive scaling for better performance

/
/
06 —————————————————————————— ’ -—
/
/
/7
_______________________ o o
0.5 //
/
/
/
/
0.4 4
/
9 Vs
@ /
3 R4
o 0.3
/7
< /
/
/
5 /
0. // == == Human Accuracy w/ Context
// == == Strong Supervised Model
J 4 = = Linear Fit (R? = 0.98)
0.1 /7
/

Large parameter size |
Number of Parameters

Kandpal et al., Large Language Models Struggle to Learn Long-Tail Knowledge. ICML 2023.



Q:So how can retrieval-augmented LMs
solve those challenges!?

28
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How do retrieval-augmented LMs address them?

Hallucinations Significant improvements across model scale,

with larger gain with smaller LM

B Vanilla B Retrieval+

37.5

QO
>
Accuracy (%)
N
@)

12.5

GPT-1.3B GPT-3 (003)

Mallen*, Asai* et al., When Not to Trust Language Models: Investigating Effectiveness of
Parametric and Non-Parametric Memories (Best Video; Oral) 2023.
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How do retrieval-augmented LMs address them?

Retrieved text can be used as attributions

. . Input
| ack of attributions
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How do retrieval-augmented LMs address them?

Replacing Datastore (Index) for adaptations
without training

Input

Costs of adaptations

Output

|zacard*, Lewis* et al., Atlas: Few-shot Learning with Retrieval Augmented Language Models. JMLR 2023.
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How do retrieval-augmented LMs address them?

Adding new domain corpora for domain adaptations

Input

Costs of adaptations
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How do retrieval-augmented LMs address them?

Replacing Datastore (Index) for adaptations
without training

—»— Books (In-domain)
Wiki-3B + Books Datastore

I
w
(o))

18 - —*= (Domain Adaptation) .
.
817 g
. . Q )
Costs of adaptations| Loweris § 2 5
= ©
better 5 308
O <
) <
- 28 ¢
15 - 2

N
(o))

S

14 -
0.0 0.2 0.4 0.6 0.8

A (interpolation parameter)

—> more retrieval

Khandelwal et al.,Generalization through Memorization: Nearest Neighbor Language Models. ICLR 2020.
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How do retrieval-augmented LMs address them?

Copyright / privacy

oegregating copyright-sensitive data from pre-
training data

Training Test-time Datastore

(fixed once training is done) (can be updated/removed anytime)

[ The patient lives with his wife and two daughters. ]

years ago—never mind
how long..

=,
Public Domain

© @

THE
/ SOFTWARE FOUNDATION

l Steve Jobs is an
def tuning( American # Copyright (c) Meta Platforms
model, num_trials): business Inc. and affiliates. (..)

assert .. magnate and .. from llama import LLaMA

{ Call me Ishmael. Some

ChatGPT, hit with
proposed class
action lawsuit ..

[ OpenAl, maker of

Mr. and Mrs.

Dursley, of number

four, Privet Drive,
were ..

\_/

Low-risk data High-risk data

(public domain, permissively-licensed) (copyrighted, private, attribution required)

Min* and Gururangan* et al., SILO Language Models: Isolating Legal
Risk In a Nonparametric Datastore. ICLR 2024.



How do retrieval-augmented LMs address them?

Models with much less parameters can
outperforms much larger models!

32| NPV T-REX
30 -

=

= 297 BM25+T5

o - X

C 20

g X

® BM25+O0PT ,%*

© 15 - T5 %-—-—-% ®

rz% & - ‘/
10 OPT.*”’

Ul

Large parameter size 100 10! 107
Model size (relative to 354M)
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Promise and Challenges of Retrieval-augmented LMs

Many fundamental issues in parametric LMs may not be solved.

Retrieval-augmented LMs can effectively address them.

We should collaborate and address technical limitations.

= https://arxiv.org/abs/2403.03187



https://akariasai.github.io/assets/pdf/ralm_position.pdf

37

Today's lecture

Reliable inference: Self-reflective RAG with dynamic retrieval
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Retrieval-augmented Generations (RAG) with LLM

Step 1: Retrieve K documents

Prompt How did US states get their names?

o Of the fifty states, eleven are
q named after an individual person.

Retriever

Emma is a popular baby name.

e California was named after a
fictional island in a Spanish book.

Always retrieve fixed
number of documents

6 Popular names by states. In Texas,

U

Step 2: Prompt LM with K docs and generate

Prompt How did US states get their names? 063

Off-the-shelf LMs
don’t know how to
use context

S states gof

S

' their names from a variety of sources.

ates are na

med after an individual person (e.g, Ca

was named after Christopher Columbus).
Some states including Texas and Utah, are named after
Native American tribe.

—leven

ifornia



When Not to Trust Language Models:
Investigating Effectiveness of
Parametric and Non-Parametric Memories

Alex Mallen*, Akari Asai*, Victor Zhong, Rajarshi Das,

Daniel Khashabi, Hannaneh Hajishirzi

* = core contributors

ACL 2023 (Oral, Best Video papers)
https://aclanthology.org/2023.acl-long.546/



https://aclanthology.org/2023.acl-long.546/
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When Does Retrieval Help?

—  \anilla - (GenRead - == BM25 - == Contriever

ey PopQA
On long-tail facts 08 =
S 0.4
<
0.2

Retrieval helps in long-tail, but doesn’t in popular facts.

CTuULyQueESLIOrNS

1 On Popular facts | . _—
S O 0.4 B e——=zz=E -——fm=

5 === mm——— ==

503 TTTTTTTTT=T

<

0.2 —
—2 -1 (l) 1 2 3

Relative Popularity
Mallen*, Asai* et al., When Not to Trust Language Models: Investigating Effectiveness of
Parametric and Non-Parametric Memories (Best Video; Oral) 2023.
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Incorrect Retrieval can Easily Confuse LMs

Retrieval failure can confuse an LM, which already knows answers.

0.9

0.675
Recall @ 1 A5
0.225

; 014 W

/ Correct answer - /
X Wrong answer -« .

Mallen*, Asai* et al., When Not to Trust Language Models: Investigating Effectiveness of
Parametric and Non-Parametric Memories (Best Video; Oral) 2023.
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Is Always Retrieving Evidences Necessary?

Write an essay of your best summer vacation

Q

The term summer vacation or My best summer vacation was a magical

summer break refers to a school break escape to the coastal town of Santorini. The
inth o hool i i
N the summer between school years azure waters, charming white-washed
and the break in the academic year. .

building are unforgettable.

Unnecessary retrieval can hurt performance & efficiency



A Simple Solution: a Threshold-based Adaptive Retrieval

: Memorized in parameters
= don't use retrieval

4 p ™

What is Kathy 'What is the capital of
‘Saltzman's occupation? | | Louisiana?

. J

0.81 B unassisted LM I i Z
I retrieval-augmented
> ]
S
e {V !
o 0.4 -
5 ]
<
]
0.0 I
101 104 103 104

Popularity



Adaptive RAG for Performance

Adaptive RALM improves performance, esp on GPT-3 with 40% less retrieval

B vanilla adaptive B alwavs
40
(_U 10 B  ———
S s T — .
30 ;3 @ TN~~~
S 5 08- T~
D v ’ .
>
O (@)
c 20 c 0.6 y
- g B Adaptive Vanilla/BM25
8 — 0.4 - 0 Adaptive Vanilla/Contriever i
< O Bl Adaptive GenRead/BM25 <
10 rul Bl Adaptive GenRead/Contriever
8_ 0.29 — GPTneo
e X  GPT-3 davinci 003
O . 0.0 T ' T LB R B T ' T
1.3B 2.7B 6B 20B ~1758B

GPT-6B GPT-20B GPT-3 Model parameters

Mallen*, Asai* et al., When Not to Trust Language Models: Investigating Effectiveness of
44 Parametric and Non-Parametric Memories (Best Video; Oral) 2023.




Self-RAG:
Learning to Retrieve, Generate and
Critique through Self-Reflections

Akari Asai, Zeqiu Wu, Yizhong Wang, Avirul Sil, Hannaneh Hajishirzi

ICLR Oral (Top 1% among 7k+ submissions)
Also at NeurlPS workshop on Instruction tuning (Best paper Honorable Mention)
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Goal of Self-RAG — Learn to Retrieve, Generate and Critique

Decide when to retrieve

User input
l ~ No retrieval needed ..... » Userinput _,

----------- - Retrieval needed

v
q [1] n
User input —» —> o —> —> o]

lllllllllllllllll

2
lllllllllllllllll

Identify unhelpful Generate output
evidences supported by evidence
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Self-RAG - self-Reflective Retrieval-Augmented Generation

Step 1: Retrieve documents on demand

. . "
How did US states get their names" q © Of the fifty states, eleven are

named after an individual person.

e Popular names by states. In Texas,
Frmma is a popular baby name.

e California was named after a
fictional island in a Spanish book.

US states got their names from
a variety of sources. | Retrieve |

Reflection tokens
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Self-RAG - self-Reflective Retrieval-Augmented Generation

Step 2: Generate segments in parallel

Prompt @) Prompt @ Prompt €

@ % Batch decoding @

{ California's name has its origins in a

;__f” 11 of 50 state names

come from persons. Native American tribe. 16th century novel Las Sergas de Esplandian.
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Self-RAG - self-Reflective Retrieval-Augmented Generation

Step 3: Critigue and select best segment (Self-reflection-guided decoding)

Prompt @) Prompt @ Prompt ©

! ! ;

@ % Batch decoding %

! ! !

b A X

A 4

Native American tribe. 16th century novel Las Sergas de Esplandian. : '.
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Self-RAG - self-Reflective Retrieval-Augmented Generation

Step 1: Generate with no retrieval

Write an essay of your best summer vacation

=

rieval | My best summer vacation was a magical escape to the coastal town of Santorini.

The azure waters, charming white-washed building are unforgettable.
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Reflection tokens for Retrieval and Critique

California
US states got their names
. e.g.,
from a variety of sources.

A

Original LM vocabularies
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Reflection tokens for Retrieval and Critique

US states got their names
from a variety of sources.

Vocabulary expanded with
reflection tokens

California

e.g.,
A

| No Retrieval |
| Relevant |

i Irrelevant |

| Supported |
| No support |

Original LM vocabularies

Retrieval tokens

Critique tokens
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Reflection tokens for Retrieval and Critique

US states got their names
from a variety of sources.

Vocabulary expanded with
reflection tokens

California

i Relevant |

i Irrelevant |

| Supported |
| No support |
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Reflection tokens for Retrieval and Critique

US states got their names
from a variety of sources.

0 Of the fifty states,
eleven are named after
an individual person.

Vocabulary expanded with
reflection tokens

California

e.g.,

i Relevant |

i Irrelevant |

| Supported |
| No support |
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Reflection tokens for Retrieval and Critique

US states got their names
from a variety of sources.

0 Of the fifty states,
eleven are named after
an individual person.

11 of 50 state names
come from persons.

Vocabulary expanded with
reflection tokens

California

e.g.,
A

| No Retrieval |
| Relevant |

i Irrelevant |

| Supported |
| No support |

| Useful |
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Reflection tokens for Retrieval and Critique

US states got their names
from a variety of sources.

Q Popular names by
states. In Texas, Emma is
a popular baby name.

Vocabulary expanded with
reflection tokens

California

e.g.,
A

| No Retrieval |
| Relevant |

i Irrelevant |

| Supported |
| No support |

| Useful |

So how can we train such
self-reflective LMs?
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Self-RAG Training

How did US states get their names?

Of the fifty states, eleven are named
after an individual person.

Retriever

Generator LM
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Self-RAG Training

How did US states get their names?

Of the fifty states, eleven are named
after an individual person.

Generator LM

Critic LM teaches Generator LM
to predict retflection tokens

Training time only Critic LM
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Self-RAG Training — Critic

Evaluate If the output y to an input x
IS supported by retrieved doc d

X  How did US states get their names?

Of the fifty states, eleven are named
after an individual person.

y 11 of 50 state names come from persons.

max Ey.a)n~a,,, 108 Pe(r| X, y, d)

Critic LM 85-90% acc. on validation set

30k fine-grained feedback, align
with human in 90%

g)Zcritic — {(X,y, d)a 7'}
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Self-RAG Training - Augmented Instruction-tuning Data

150k (input, output) instances from diverse instruction-following data

Input: Write an essay of your best summer vacation Input: How did US states get their names?

Output: My best summer vacation was a magical escape Output: 1 of 50 states names come from persons. For instance, Louisiana was named in honor
to the coastal town of Santorini. The azure waters, of King Louis XIV of France and Georgia was named after King George |I.

charming white-washed building are unforgettable.
@ Critic LM Q Q Retriever

Augmented Output: ! Retrieve jf o <p>0f the fifty states, eleven are named after an individual person</p>.

Augmented Output: | No Retrieval | My best summer

vacation was a magical escape to the coastal town of 11 of 50 states’ names come from person- ! Retrieve

Santorini. fNo Retrieval { I he azure waters, charming white- honor of Louis XIV of France.</p>. For instance, Louisiana was named after King Louis XIV, and

washed building are unforgettable experience. Georgia was named after King George |.

e <p>LOUISIANA: Named in




Self-RAG Training - Generator

max _(xadaYar)N@gen lngﬂ(ya r ‘ X, d) .
M

11 of 50 state names

X How did US states get their names?
come from persons.

d Of the fifty states, eleven are named
after an individual person. Generator LM

Train with a standard next token objective with expanded vocabulary

61
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Self-RAG Training - Generator

max _(xadaYar)N@gen lng%(y, r ‘ X, d) .
M

11 of 50 state names

X How did US states get their names?
come from persons.

4
d Of the fifty states, eleven are named
after an individual person. Generator LM
Memory-efficient & stable training BEasily applied to new pre-trained LM

Customize & control via reflection tokens How?



Self-reflection-guided Decoding

Conduct segment-level beam search to find top k segments

Prompt @)

q

Relevant

Supported | )

0.9

5 35

/ (yt, d, [ Critique ) = p(yt\a:, d, y<t)) S ( Critique ), where

S ([Critique]) = Z w%s& for G = {[isreL], [Tssur), [TsUse]},
Geg
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Self-reflection-guided Decoding

Enable simple model customization by changing weights

f(y¢, d, [Critique]) = p(y¢|, d, y<¢)) + S([Critique]), where
S ([ Critique]) = ’ & for G = {[1sReL), [Tssuvr], [TsUse]},

Geg
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Experimental Details
Tasks and datasets

* Closed-set tasks (classifications, multiple-choice QA)
* ARC-Challenge (Clark et al., 2018)
* PubHealth (Zhang et al., 2023)
® Short-form generation
* OpenQA - PopQA
* Trivia QA (Joshi et al., 2017)
* Long-form generation
* ASQA-ALCE [fluency, citation accuracy, correctness] (Gao et al., 2023)
* Bio generations [FactScore] (Min et al., 2023)
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Experimental Detai IS More details of training & test are in our paper!
Training details

Critic training data: 4k-20k instances for each type
Generator training data: 150k instruction-following datasets
* ShareGPT
* OpenAssistant
* Alpaca
* FLANV?2
® Natural Questions ....
* Base LMs: Llama2-7B, 13B (Touvron et al., 2023)
* Computation: 4*A100 (15 hours)
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Experimental Detai IS More details of training & test are in our paper!
Inference-time details

* Retriever Encoder: Contriever-MS MARCO (lzacard et al., 2022)

* Index: HNSW Index (0.1 sec / query) and FLAT Index (5 sec / query)

* Efficient LM inference: viim (Kwon et al., 2023)

* Tree decoding configuration: max 200 tokens per depth, max depth of 7



Experimental Results (Short-form & Closed)

Self-RAG outperforms vanilla LMs incl. ChatGPT

B | Lama2-13B chat I ChatGPT LLama2-13B chat RALM ChatGPT RALM B Ours
80

60

40
i . .

PopQA PubHealth
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Experimental results (Short-form & Closed)

30

60

40

20

oelf-RAG outperforms standard RAG + LLMs

LLama2-13B chat

ChatGPT

PopQA

LLama2-13B chat RALM . ChatGPT RALM B Ours

PubHealth



Experimental Results (Long-form)

Outperforms other LMs in terms of factuality & fluency correctness

B | Lama2-13B chat ™ ChatGPT LLama2-13B chat RALM B Ours
90

6/.5

45

B Bl B
O

Bio (FS) ASQA (fluency) ASQA (rouge)



Experimental Results (Long-form)

Outperforms other LMs in terms of factuality & fluency correctness

B | Lama2-13B chat ™ ChatGPT " LLama2-13B chat RALM B Ours

90

6/.5

45

A0 KT B
O

Bio (FS) ASQA (fluency) ASQA (rouge)
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Experimental Results (Long-form Citation Precisions)

30

60

40

20

oignificantly improves llamag-13B citation accuracy, matching ChatGPT

ASQA (citation)

B Alpaca RAG L Lama2-13B chat RAG
B CchatGPT RAG [ Ours



Inference-time Customization via Self-reflection

Decoding-time control via reflection tokens change model behaviors

Citation accuracy Fluency

70.5 -

Precision

1 2 1 2

X axis — Weight for Supported (larger —> more emphasis on supported)
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Impacts on academic communities and applications

Increasing interests in self-RAG style
advanced (modular) RAG methods

_________________________________________________

__________________________________________________

Knowledge
Correction

Query —

p
Knowledge Refinement

4 E

Lol

Decompose Filter
O ]
/ .
|

___________________

Rewrite "~ ================= We

Domain-specific %2

S \Instruction-tuned LM

Nom

L

needed? >

Yes

Domain-specific
Retrlevet Q )

'
o Ln

- -~ -

- I ~ -
Query + o Query +e Query + e
L .
I

@ : select best evidence

4

» Answer

(C) Self-BioRAG (Ours)

CRAG
(Yang et al., Arxiv 2024 )

Self-BioRAG
(Jeong et al.,
Bioinfomatics 2024 )

Integrated into major RAG libraries
(Llamalndex, LangChain ... etc)

LangChain

By LangChain  Release Notes Case Studies LangChain

GitHub  Docs Signin m

LAET LEULLALAVII allu DT LT LWvaiacTcuLaviy

;enerate
/ (Node)
ity o) 4™ O—=+-=  Self-Reflective RAG with
aestn —>@—> Q) —> F s,

% N LangGraph

e
Re-write query
(Node)

Llamalndex « Feb 13, 2024

Llamalndex Newsletter 2023-02-13

Newsletter Llamaindex Al Rag LLM

& The highlights:

1. Self-RAG: Introducing Self-RAG, now part of Llamalndex as a LlamaPack. Boosts LLM
training and RAG workflows with dynamic capabilities. Notebook, Tweet.
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Self-RAG - self-Reflective Retrieval-Augmented Generation

An LM learns to retrieve, generate and critique

Instruction-tuned LMs trained with fine-grained reflection tokens

Outperforms other LMs in six tasks, improving citation accuracy

@ https:/selfrag.github.io/

https://arxiv.org/abs/2212.10511
https://huggingface.co/selfrag/selfrag llama2_ 7b (13b)

https://github.com/AkariAsai/self-rag (1.1k .1

5
»



https://arxiv.org/abs/2212.10511
https://arxiv.org/abs/2212.10511
https://huggingface.co/selfrag/selfrag_llama2_7b
https://huggingface.co/selfrag/selfrag_llama2_13b
https://github.com/AkariAsai/self-rag
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Today's lecture

\Versatile Retriever: Intent-aware retrievers with LMs



Standard Retrieval Systems — Lexical Retrievers

INn 1997, Apple merged with NeXT,

and Steve Jobs became CEO of ...

Jobs returned to Apple as CEO
after the company's acquisition ...

Text chunks

0,0, 0.4,0,0.8,0.7, ...]

0,1.2,0.4,0,0.8,0, ...]

Sparse vectors

Relies on Exact Word Overlap (e.g., CEO v.s. Chief Executive Officers)

Ramos, 2003. “Using TF-IDF to Determine Word Relevance in Document Queries”

Robertson and Zaragoza, 2009. “The Probabilistic Relevance Framework: BM25 and Beyond”

177
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Standard Retrieval Systems — Semantic Retrievers

Inner Product Similarity

Encoder

q
Query Text chunks

Better capture semantic similarities but often relies on QA / paraphrase training data

Karpukhin et al.. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.



Success of Neural Retrieval Systems

Perform well with more task training data Struggle in new tasks & domains

BEIR performance (BM25=100)

90
- 120
—
__80- :
= 90
o
© 70
o 60
& 60 BM25
~ —— # Train: 1k
S —»— # Train: 10k 30
= 50 —— # Train: 20k
—— # Train: 40k
—— # Train: all (59k) 0
40

20 40 60 80 100
k: # of retrieved passages

W BM25 [ BM25+CE

B DPR

Thakur, Nandan, et al. "BEIR: A heterogenous benchmark for zero-shot evaluation of information retrieval models.” In NeurlPS (Benchmark) 2021.



Beyond Semantic and Lexical-similarity based Search

Retrieving helpful text for tasks like reasoning remains challenging

Model Query Statements Prediction
DPR In a zoo located 1n a warm region, what  + If an animal lives a certain environment then that
. should be included in the polar bear ex- animal usually requires that kind of environment. warm
+ F1D iy S— .
hibit? - Polar bears live 1n cold environments.

+ Moons orbit planets.

Contriever . 0 o
- ATIAS What keeps the Moon orbiting Earth”  Gravity causes orbits. elliptical
The robot will weigh less on mars than ;?;J%itfaﬁf doefc rg;:;:ty decreases, the weight of

kENN-LM  earth but will have the same [MASK]. ) : mars

- The gravitational force of a planet does not change
the mass of an object on that planet or celestial body.

Targets: mass vs mars

80
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— Can we build more versatile retrievers%

What is the length of the longest river in the usa?

1) rivers 2) #1 in the usa 3) lengths of #2 4) ...

~™r
—1
—1
—1
—
—1
—1
J

Training
Data

D

(R}

Unsupervised
Retriever

Which states border the
shortest river in the usa?
1) the usa 2) rivers of #1 3)
how long are #2 4) ...

What is the longest river in
the smallest state in the usa?
1) states 2) size of #1 3) #1

where #2 is the lowest 4) ...

Which states border the
longest river in the usa?

1) the usa 2) rivers of #1 3)
how long are #2 4) return ...

Candidate Prompts 8

A

g

Scoring
LM

Which states border the
ongest river in the usa?

I
1) the usa 2) rivers of #1 3)
how long are #2 4) return ...

What is the longest river in
the smallest state in the usa?

1) states 2) size of #1 3) #1
where #2 is the lowest 4) ...

Which states border the
hortest river in the usa?

S
1) the usa 2) rivers of #1 3)
how long are #2 4) ...

Beyond Semantic and Lexical-similarity based Search

Training task-specific retrievers for better demonstrations have shown to be effective

/

Positive
Examples
> 5pos EX ( * )
Utterance
Encoder
s R
Contrastive
Learning
\ Y,
> lgneg E P ( * )
Hard Negative Prompt
Examples Encoder

Rubin et al., Learning To Retrieve Prompts for In-Context Learning. ACL 2022.



Task-aware Retrieval with
Instructions

Akari Asai, Timo Schick, Patrick Lewis, Xilun Chen, Gautier Izacard,
Sebastian Riedel, Hannaneh Hajishirzi, Wen-tau Yih

ACL Findings 2023; https://arxiv.org/abs/2211.09260


https://arxiv.org/abs/2211.09260

83

Beyond Similarity — Users’ Diverse Intents

Explicit user query Implicit user intents

o i 1 i i P P S e SR S 0 RO def batchnorm backward

| PythOn : (dout, cache):

| _ | o N = dout.shape[0]

| |mp|ementat|ons : d X norm, X centered, std,
q,‘ """""""""""""" 1 gamma = cache
Implementing .r"[_)_"i.'"t"a """ :C'_ """ | _ [ 'am developing batch
batch :____9_p__|(_:?_ _e___q y_e_s_ _If)_f]i_). d normalization from scratch
normalization in - A

nswer.

(-~~~ —-——7—=¥—=¥—=¥/&/7 &/ 7/ = ===-=========== :

Python I Answer ! > You can just ‘import

torch.nn.BatchNorm2d
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Conventional Approach: Separate Task-specific Retrievers

Explicit user query Implicit user intents

def batchnorm backward
(dout, cache):

N = dout.shape[0]

X norm, x centered, std,

q. gamma = cache
Implementing I am developing batch
batch normalization from scratch

normalization in
Python

Normal Retrieval

Code
Retriever

Question
Retriever

\

Answer
Retriever
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New Formulation: Retrieval with Instruction

Normal Retrieval

Code
Retriever

Question
Retriever

Answer
Retriever

Retrieval with Instructions

t : I wantto find
python code

L,: Retrieve
related questions

L,: Please
find answers

q

q

Retriever




TART: Task-aware Retrieval with Instruction

q: Implementing batch normalization in Python
def

t.: | want to batchnorm backward

. (dout, cache):
fmd python 1 N = dout.shape[0]
code X norm, x centered,

std, gamma = cache
t.: Retrieve TART [ am developing batch
related q normalization from
questions N scratch. How can I do
| ' that?
t,: Please Answer:
q You can just import

find answers torch.nn.BatchNorm2d"
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BERRI: a Large-scale Retrieval Dataset with Instructions

i Question Answering h
Natural Yahoo
» | Questions = | Answers
HotpotQA Stack
SQuAD Exchange
@ ReCoRD MSMARCO
SearchQA
-. | PubMedQA 2 ELIS
Eo MedMCQA WikiHOW
\_ /

-

\-

Y S
e o
0 .
’} V‘ N

N

==
o2,

Duplicated
Question

OQA
StackExchange

(dup.questions)
Quora Questions

\

/

" Fact Checking

N

; *’ W Q\
ahee
e

FEVER

4 . T\ ( . b
Summarization Dialogue
CNN / Daily »n | Wizard of Wiki.
E | xsum o QReCC
NPR . /
4 i )
R, | Multi-LexSUM EREEporReing
= . | Medical text
& | SciTLDR £o simplification
N VAN y
i Others A
@| Coco captions @y | CodeSearchNet
8, v
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Instruction-scheme for Retrieval Tasks

Dataset Instruction

NQ Retrieve a Wikipedia paragraph that answers this question.

QReCC -ind a dialogue response from dialogue history to answer the user’s question.

Arguana Retrieve a paragraph from an argument website that argues against the following argument.
SciFact -ind a sentence from a scientific paper to check if the statement 1s correct or not.

MultiLexSum I want to find the one-sentence summary of this legal case.

Intent Domain Unit
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Bi-Encoder Retriever Systems (e.g., DPR)

Inner Product Similarity

L(q,p" P D5 s-->Dy)

coooo000] Moooooo |
f — _log exp(sim(q, p™))
exp(sim(g. p¥)) + X exp(sim(q, p;))
Contrastive learning
Query Text chunks

Karpukhin et al.. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.
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Instruction-aware Bi-Encoder Retriever (TART- dual)

Inner Product Similarity

L(q,p" P D5 s-->Dy)

coooo000] Moooooo |
f — _log exp(sim(q, p™))
exp(sim(g. p¥)) + X exp(sim(q, p;))
Contrastive learning
Query
Instruction

Text chunks

(Slides adapted from our ACL tutorial)

Karpukhin et al.. Dense Passage Retrieval for Open-Domain Question Answering. EMNLP 2020.
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Query-aware Cross-Encoder Retriever (TART- full)

Final relevance score

f(q)

L(g,P™,P7)
f =— ) log(fig.p") — ) log(l - flg.p))
preP” pEP™

1

. Cross-entropy loss
Instruction Query 24

Text chunks

(Slides adapted from our ACL tutorial)
Nogueira and Cho. Passage Re-ranking with BERT. ArXiv 2019.



New Negative Samples: Instruction un-following Samples

Dup. Question Retrieval

Hard negative documents gHP Instruction-unfollowing negatives VY
How can we calculate
t1 . Retrieve a question asked in the square root in Which python function can You can just use the Objective
StackOverflow similar to this Objective C or Swift? | use to compute sq root? C or Swift’s sqrt function
q: How to compute square root in iOS? StackOverflow Question

StackOverflow Question StackOverflow Answer

Dialogue Response Retrieval

Yes, they are most | love animals and think Armadillos are medium-sized
L,: Find an informative dialogue commonly found in armadillos are awesome mammals found in North,
response to this user’s conversation North, Central, and with their leathery shell. Central, and South America

q: Are armadillos native to a South America. Dialogue Response Wikipedia Paragraph

Spanish-speaking part of the world? Dialogue Response

Tasks Gold documents d™ Negative documents d—

v X

Relevant to the query? x v

—ollow Instruction”
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Better Generalization and Instruction Following

Instruction-tuning for retrieval shows effectiveness in zero-shot & cross-task

I Contriever || Contriever+CE [ TART Dual ] TART Full
60

45

30

15

Cross-Task
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ncreasing number of instruction-followin

Find duplicate  Retrieve documents Classify the

quesions: X from wikipedia: X question’s topic: X
Input X N
/Who sings the song\ :{> 9&,
“Love Story”? /’ (1" >
~ INSTRUCTOR
- ' >

< ¢ <

Question SR Classifier
Corpus IR

Who is the singer of the!
: song “Love Story"? '

“Love Story" is a
song by singer
Tavlor Swift ...

Sports

i}

Instructor (Su et al., 2023)

UniLR (Wei et al., 2023)

_—
Instruction [:> . :> =]
Template L —

Step1l: Instruction Generation

Retrieval Task Instructions s
T
Instruction: Retrieve a scientific

study that provides evidence for the

following hypothesis.

Instruction: Retrieve passages from <:J

Wikipedia to answer the following question.

Step2: Query-Document Pair Generation

&
LLM

\ 4 y

Query: James Cameron directed the Query: What is the capital city of
movie Avatar. Australia?

Document: Avatar is a 2009
American science fiction film directed,
written, produced, and co-edited by
James Cameron.......

Document: Canberra is the capital
city of Australia. It is located in the
southeastern part of the country......

% V! Step3: Query Refinement
Refine LLM Check
Query: Who directed the movie
Avatar? =
i Instruction
Document: Avatar is a 2009 Query Output
American science fiction film directed, et
written, produced, and co-edited by
James Cameron.......

Instruction: Retrieve
a similar image.

!
Instruction: Retrieve a news Query Image

Instruction: Retrieve a Wiki page
that answers this question.

Query Text + Image

headline image.

!
Query Text

GOP presidential candidate
Ron Paul makes a point to Mitt

Who
manufactured
the plane?

g retrievers

ControlRetriever (Pang et al., 2023)
k5 MISTRAL Instruct
(Wang et al., 2024)

Instruction: Find a Wiki article
that answers my question.

Query Text + Image

Romney and Rick Santorum at the
New Hampshire Republican debate.

Text + Image Candidate

News Headline: Mitt
Romney wins. He is so
far ahead in the polls it

What year was
this painting
created?

— N\ T

Image Candidate

2y

MBeir =

Text Candidate

Text + Image Candidate

==» A Sunday Afternoon on the
Island of La Grande Jatte was

the biggest upsets ...

would be one of E' -

/ McDonnell Douglas was a

/_\/ major American aerospace

painted from 1884 to 1886 and

is Georges Seurat's most
famous work...

Y}‘ manufacturing corporation and
-

defense contractor ...
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Are those retrievers following instructions?

Scores
[«)]

s nDCG@E10

B lowest score 84.61

61.62

6.07

68.66

74.09

87.11

TART (110M) outperforms other <7B
models by large margins

Instructir (Oh et al., 2024)
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Are those retrievers following instructions?

Scores
[«)]

mm nDCG@10a* "
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Are those retrievers following instructions?

| Robust04 News21 Corel7 Average
Model mAP p-MRR | nDCG p-MRR | mAP p-MRR | Score p-MRR
BM25 122  -2.8 213 425 | 8.1 07 | 139  -03
% ES5-base-v2 145  -6.8 216 | <41 | 140 29 | 167 | -46
S E5-large-v2 181  -4.1 249 22 | 170 +0.1 | 200 @ -2.1
2  Contriever 203 6.1 24.0 -18 | 153 25 199  -35
£  MonoBERT 215 | 97 263 | 44 | 184 -13 | 221 = -5.1
~  MonoT5-base 16.3 -5.8 11.9 -1.2 12.2 -3.5 13.5 -3.5
MonoT5-3B 278  +5.6 186 475 | 181  +1.7 | 21.5  +49
BGE-base 175  -64 23.8 02 | 146 27 | 186 @ -3.1
~  BGE-large 181  -7.8 264  +0.1 | 150 +0.1 | 198  -25
£ TART-Contriever 141 = -78 219 400 | 124  -1.3 16.1  -3.0
§ INSTRUCTOR-base | 144  -5.6 16.3 25 | 147 22 | 151  -34
£ INSTRUCTOR-xl | 155  -2.1 146 | -43 | 144 06 | 148 23
= TART-FLAN-T5-x1 | 252  -0.8 203  -1.1 | 170 428 | 208  +0.3
GritLM-7B 290 -14 252 421 | 208 426 | 250  +1.1
2 Cohere v3 English | 229  -33 236 31 | 206 427 | 224 @ -12
% OpenAl v3 Large 279 57 300 33 | 214 02 | 264 @ -3.1
_ FLAN-T5-base 68  +5.0 2.2 +1.1 | 65 | 32 52  +1.0
= FLAN-T5-large 151  +4.0 8.5 +77 | 115 +12 | 117  +43
5 Llama-2-7B-chat 69  +1.6 133  +21 | 54 436 8.5  +24
2  Mistral-7B-instruct | 24.1  +122 | 229 = +105 | 19.6 +134 | 222 = +120
—  FollowIR-7B 259  +13.6 25.7 +10.8 | 20.0 +16.3 23.9 +13.6

Table 3: Evaluating instruction-following on FOLLOWIR. p-MRR 1s a new pairwise evaluation metric
measuring instruction following when instructions change, ranging from -100 to 100 (higher is better).
We see that the only models that show any success at following instructions are large models (3B+

parameters) or instruction-tuned LLMs that haven’t been trained on retrieval tasks.

Smaller models often brittle
towards diverse instructions

FollowlR (Weller et al., 2024)
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Today's lecture

Summary and Future directions: RAG in the wild
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Summary

* Understanding Retrieval-augmented LMs (Asai et al., 2024b; Mallen*, Asai et al., 2023)
* Retrieval-augmented LMs can alleviate many issues in parametric LMs.

* More fundamental improvements for architectures or training is necessary



Summary

* Advancing Retrieval-augmented LMs (Asai et al., 2024; Asai et al., 2023)

* Self-RAG to build versatile retrieval-augmented LMs addressing issues in RAG

* Task-aware retrievals to build versatile RAG systems
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Reliable RAG in the wild: improving efficiency

Efficiency

B Vanilla [ Retrieval-augmented

Latency (sec / query)
AN

GPT-j 6B GPT-neox-20B

Mallen*, Asai* et al., When Not to Trust Language Models:
Investigating Effectiveness of Parametric and Non-Parametric Memories (Best Video; Oral) 2023.
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Reliable RAG in the wild: efficient algorithms / models for RAG

Efficiency

Traditional RAG Query Caching

1st Cache:
To slow down your speed Reuse query [TO slow down your speed]
of aging, you can.. representation of aging, you can..

+ for retrieval ' r

Generative Model

How to prevent aging? ] I How to prevent aging? ]

’
Technological and lifestyle factors:]

may influence an individual’s
longevity. Cellular reprogramming..

Technological and lifestyle factors:]

may influence an individual’s
longevity. Cellular reprogramming..

Query-Doc Caching

1st Cache:
Reuse query To slow down your speed
representation Index of aging, you can..

for retrieval f

-

[ Embedding Model ] GritLM

* r + 2nd Cache: Reuse document
How to prevent aging? ] key-value states for generation

[ How to prevent aging? ]

Muennighoff et al. Generative
Representational Instruction Tuning. 2024.
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Runtime

T =y compression
~ Encoder [ 11}

! Encoder :\IJ, LD | esacodar

|
~ Encoder |

O

= Answers

Offline
compression

Cacheable Binary
Token Representations

Cao et al. BTR: Binary Token
Representations for Efficient Retrieval
Augmented Language Models. ICLR 2024.



Reliable RAG in the wild: scaling datastore

Scaling datastores

—o— 172M ~®— 425M —&— 1.5B —&— 7.5B

—&— Baseline —#— RETRO [OFF] —8— RETRO [ON]

1.0+

0.9

Datastore

% % = =

0.8

0.7-

0 1 10 100 1000 10000
(M) Retrieval dataset (B Tokens)
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Reliable RAG in the wild: scaling datastore

Scaling datastores

# of parameters # of tokens

kNN-LM (Khandelwal et al., 2020) 250M < 3B
Datastore NPM (Min et al., 2023) 350M 1B
Atlas (Izacard et al., 2022) 11B

..............................................................................................................................................................................................................................................................

RETRO (Borgeaud et al., 2021) /B

REPLUG (Shi et al., 2023)
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Reliable RAG in the wild: scaling datastore

Scaling datastores

Quality & Composition Deduplication Data Filtering
(Longpre et al., 2023) (Lee et al., 2023) (Paster et al., 2023)

Toxic

+  C4 Original Training data Classifier Input
Q _
wn I — Or|g|na| ..As an explicit example, on ..As an explicit example, on
B C4 DU Iicates Tuesday, our answer for that Tuesday, our answer for that
() p ] NearDUp day will be $$1 \times 3+2 day will be. This problem was
© \times 2+3 \times 1=10$$. This adopted from a similar problem
- - B ExactSubstr problem was adopted from a remove LaTeX equations given to me by a ..
i similar problem given to me by
o A Unique a - %
3 S v "
5 LM1B -] Text Corpus o) MathScore Classifier
© ] !
Low fg predict if LaTeX :
ualit L _ /1 present based on text
oy i Wiki40B
/7
Has LaTeX Commands: Yes (\times))
0 5 10 15 20 25 30 35 Classifier Label

Perplexity
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Reliable RAG in the wild: scaling datastore

Beyond general QA

a || The module does not use LLMs

Input prompt from scientist y B The module uses LLMs

Command used by LLM

Query — Domain:speciﬁc % Coscientist
\ \Instructlon-tuned LM ) Seagﬂogl':el GOOGLE Physical world
- Web searcher GOOGLE MEXPERIMENT—» Automation |« ?EE)E;E;?&?;?W RAG for automous
internet =~ BROWSE PYTHON DOCUMENTATION " expormentation ChemlStry experiments
p Docs index .
PSR < subotton -~ | Coe exscutin esﬁfg:i:;;:t?;’n—» woesser  (Boiko et al., Nature 2023 )

Input: reaction

.................................................................

-~
-~ -

9 Text Retrieval

\Query :6 \Quer’y+e g;e;y +Q /—\\/m, N o\QC'_' L\\/n\/@c l l

I
1 R ’
@ ! select best evidence | 10-(2-Amino-3-phenylpropyl)-...-2,4(3H,10H)-dione | |To a solution of (S)-tert-butyl 4-(1-{4-formylbenzyl)-3-
C— Augment is dissolved in MeOH at room temperature, and (1-(naphthalen-1-yl)ethyl)ureido)butylcarbamate in
JoA Model « then benzaldehyde and AcOH (1 drop) are added dichloroethane (20 mL) was added N-benzylamine,
> ANSwer — ... NaBH3CN is added in one portion ...... The [ |acetic acid (10 drops) and Na(OAc)3BH. The
- l crude product is dissolved in DCM:MeOH [4:1] mixture was ...... a saturated aqueous solution of
(C) Self-BioRAG (Ours) , . and purified ...... to afford the desired product. sodium bicarbonate.
Output: reaction condition
| Catalyst | [ Solvent | [ Reagent | SBS IO S S NacstIcaaey
i CHsC { P | E W N N O A [& ) -’ os,'." T os::
| CH;COOH || cmoH || NaHCO: | Y 0 SO0 0 o A I |
. E‘NJ[BH‘(C\)]E : : ; I I,m A ' N
S elf_Bl O R AG ...................................................... 5
(Jeong et al., Bioinfomatics 2024 ) RAG for predictive chemistry

(Jeong et al., EMNLP 2024 )
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Thanks for listening :)

When Not to Trust Language Models:
Investigating Effectiveness of
Parametric and Non-Parametric Memories

Alex Mallen*, Akari Asai*, Victor Zhong, Rajarshi Das,
Daniel Khashabi, Hannaneh Hajishirzi
* = core contributors

Reliable, adaptable, attributable
LMs with Retrieval

Akari Asai, Zexuan Zhong, Dangi Chen, Pang Wei Koh
Luke Zettlemoyer, Hannaneh Hajishirzi, Wen-tau Yih

ACL 2023 tutorial: hitps://acl2023-retrieval-

Im.qgithub.io/ by Akari, Sewon, Zexuan and Danqi

RAG survey: Retrieval-augmented Generation for

Large Language Models: A Survey (Gao et al., 2024)
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Self-RAG:
Learning to Retrieve, Generate and
Critique through Self-Reflections

Akari Asai, Zeqiu Wu, Yizhong Wang, Avirul Sil, Hannaneh Haijishirzi

Task-aware Retrieval with
Instructions

Akari Asai, Timo Schick, Patrick Lewis, Xilun Chen, Gautier |zacard,
Sebastian Riedel, Hannaneh Hajishirzi, Wen-tau Yih

Contact: akari@cs.washington.edu
Website: https://akariasai.github.io
Twitter: @AkariAsai

Public OH: Friday 6pm



mailto:akari@cs.washington.edu
https://akariasai.github.io/
https://acl2023-retrieval-lm.github.io/
https://acl2023-retrieval-lm.github.io/

