
16 Applications 1: Monolingual Sequence-to-sequence Prob-
lems

Up until now, we have largely used machine translation as an example of sequence-to-sequence
learning tasks. However, as mentioned at the beginning of the course, sequence-to-sequence
models are quite general, and can be used for a large number of tasks. There are also a
number of other sequence-to-sequence tasks, and describes some of the unique features that
make these tasks di�cult or di↵erent from machine translation.

In this chapter we’ll give some examples of sequence-to-sequence transduction tasks that
are performed within a single language, translating, for example, English into English.

16.1 Paraphrase Generation

The most general form of translation between two sentences in the same language is para-
phrasing: re-wording sentences into other sentences with the same content but di↵erent surface
features. This technology has a number of applications including query expansion for infor-
mation retrieval [30] or improving robustness of machine translation to lexical variations [3],
and a few other specific applications described later.

Formally, in paraphrasing, we receive an input F and want to output a sentence E in the
same language that has the same content but di↵erent wording. There are a few interesting
features of paraphrasing (that also carry over to most monolingual transduction tasks) that
make it more di�cult (in some ways) and less di�cult (in other ways) than machine translation
between languages. The first di�culty is in the task definition; the question of “what
is a paraphrase?” is not well defined and must be chosen appropriately to fit whatever
downstream use case of paraphrasing is envisioned. One way to define paraphrasing is bi-
directional entailment, where given two sentences F and E, F must be true if E is and
vice-versa. However, it is quite unlikely that two sentences with di↵erent wording will have
exactly the same meaning, as they will often di↵er in small nuances. Thus it may become
necessary to relax this definition to allow any interesting or useful paraphrases to use as
training or test data. For example, in the Microsoft Research Paraphrasing Corpus (MRPC;
[9]), one of the early datasets of sentential paraphrases, use the rather loose definition of
“mostly bidirectional entailment,” which allows it to pick up the following pair of sentences:

Charles O. Prince, 53, was named as Mr. Weill’s successor.
Mr. Weill’s longtime confidant, Charles O. Prince, 53, was named as his successor.

However, this definition will not necessarily satisfy the needs of all paraphrasing tasks (or
monolingual translation tasks in general), and the tasks described below have their own
definitions which we’ll cover in turn.

A second di�culty is paucity of data; unlike machine translation where relatively large
corpora of bilingual text containing inputs F and outputs E are easy to come by, it is quite
di�cult to find large corpora of parallel text in the same language with the same meaning.
There are a few examples of large-scale datasets with paraphrases, such as the Quora question
pair dataset52 and the MSCOCO captions dataset,53 but these are rare and only exist for a

52https://www.kaggle.com/c/quora-question-pairs
53http://cocodataset.org
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small number of limited domains and languages. Thus, it is generally necessary to train para-
phrasing systems without large parallel resources, and thus some other source of information
about which words and structures can be translated into each-other needs to be used. In
general, there are two major methods for doing so: those based on distributional similarity
and those based on bilingual pivoting.

Distributional similarity methods are based on the concept that words that appear in
similar contexts tend to to be similar, much like the methods that are used to train word
embeddings mentioned in Section 5. A first attempt at finding paraphrasable words and
phrases based on distributional similarity is discovering inference rules in text (DIRT;
[18]), which first uses a dependency parser to analyze sentences, then extracts paths through
the dependency tree with empty “slots” that can be filled in by other words. These may
take the shape of “X finds a solution to Y” or “X solves Y”. Then out of the large number
of paths extracted from a monolingual corpus, the method calculates the similarities in the
distributions between the words that fill slot X and slot Y, and patterns where the distributions
of X and Y are both similar are deemed as likely paraphrases.

One major problem with distributional similarity based paraphrase methods is that they
do not have enough information to distinguish between distributionally similar but semanti-
cally di↵erent words. A stereotypical example of this is antonyms such as “love” and “hate”,
which often tend to occur in the same context. Another di�culty with distributional similar-
ity based methods is that they are extremely sensitive to data sparsity: if a particular word or
pattern only occurs one or a couple of times in a corpus then there is not enough information
to disambiguate from other inputs. One method that has been highly e↵ective in overcoming
this problem and improving the quality of paraphrasing as a whole is the use of bilingual data
to learn monolingual paraphrases. The idea behind these methods is simple: because words
that get translated the same way in another language tend to have the same meaning, we can
use information about how words are translated to find synonyms or synonymous phrases.

ringo ha ureteita

the apple was too ripe

ureteita orenji wo tabeta

she ate an over-ripe orange

too ripe

over-ripe

Figure 54: An example of extracting monolingual paraphrases from bilingual phrases.

For example, [1] describe a simple method to extract phrasal paraphrase candidates from
bilingual machine translation training data using methods from phrase-based machine trans-
lation (Section 14) and pivoting, as shown in Figure 54. Basically, the idea is that we can
calculate the probability of a paraphrase between English phrases P (e2 | e1) by marginalizing
over the probability of phrases in the source language:

P (e2 | e1) =
X

f

P (e2 | f)P (f | e1). (165)

This means that if we can extract a phrase table from a parallel text, as described in Section 14,
we can build a paraphrasing model with no annotated monolingual text. This overall paradigm
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has proven quite e↵ective, and is now the basis for the widely used paraphrase database PPDB
[12]54, which contains paraphrases of words, phrases, and syntactic structures.

Once these paraphrasing rules have been extracted, they can be used in a number of ways.
For example, they can be used in the phrase table or rule table of phrase-based machine
translation systems to be described in Section 14, making it possible to calculate a translation
probability P (E | F ) or P (F | E), which can be combined with a language model P (E) to
generate both faithful and fluent paraphrases. These methods have also been used to train
neural paraphrase identification models, where the neural model has to decide between rules
that exist in a paraphrase table and those that do not [32]. However, there are few examples
of neural paraphrase generation models that have been trained in such an unsupervised way,
and they mostly are applied in the context of style transformation, which will be described
in the next section.

One final di�cult aspect of paraphrase generation is how to evaluate the generated
paraphrases. One way to do so is to prepare some reference “correct” paraphrases, and
measure BLEU score with respect to them, but when simply using this metric trivial solution
of copying the source sentence as-is and treating it as a “paraphrase” will be an extremely
di�cult baseline to beat. However, while we would like the paraphrase to be accurate and
fluent, we also need to ensure that they need to be significantly di↵erent from the original
text. One example of an evaluation measure that considers this is PINC [6], which is like
BLEU but considers not only the BLEU score, but also the dissimilarity from the original
input.

Interested readers can find an extensive survey of paraphrasing in [19] or on http://

paraphrasing.org (the latter is more up-to-date).

16.2 Style Transformation

A second variety of monolingual text transduction is style transformation or style transfer,
which attempt to take a source sentence F and convert it into a sentence E in the same
language with the same semantic content, but with a di↵erent style or register. These methods
have been used in a number of di↵erent contexts:

Text Simplification: Conversion of text from a more complicated form to a less complicated
one [5, 28]. This variety of transformation, which largely consists of simplifying syntax
and replacing more di�cult words for simpler ones, is particularly useful for second-
language reading comprehension.

Register Conversion: “Register” is the type of language used in a particular setting, and
conversion of register converts between these types of language. For example, it is
possible to take the more informal text and convert it into more formal text appropriate
for writing in business situations or meeting transcripts [22, 25]. Another example is
converting o↵ensive language into non-o↵ensive language [31, 23].

Personal Style Conversion: It is also possible to convert between personal styles, taking
text written in a neutral style and imbuing it with the traits of a particular author, such
as literary figures such as Shakespeare [33] or cartoon characters [20].

54http://paraphrase.org/
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Demographics-level Conversion: It is also possible to convert between the typical speak-
ing style of particular demographic groups, such as male and female speakers or place
of birth, etc. [26, 24].

Style transformation, in a way, is a strictly more di�cult problem than paraphrasing by
definition: in paraphrasing we need to generate an arbitrary output that has the same semantic
content while in style transformation we additionally need the output to satisfy particular
features of being simpler, more polite, or representative of a speaker or demographic group.

The simplest method for style transformation, if possible, is to create a large parallel
corpus and use it to train a supervised model. This can be done in a limited number of
situations. For example, for parliamentary proceedings such as the European Parliament or
the Japanese Diet, it is possible to get both faithful transcripts of speech as it is actually
spoken, and then also the text that actually appears in the parliamentary proceedings [22].
For famous books, such as the works of Shakespeare or the Bible, it is also common to be able
to get versions in di↵erent register, or translations by di↵erent authors, which can provide a
rich parallel training set [33]. However, for the great majority of tasks it is di�cult to get
parallel aligned corpora in the source and target styles, and thus unsupervised methods are
required.

Because phrase-based translation models consist of both a translation model (which con-
siders source F and target E) and a language model (which considers target E only), it is
relatively easy to tailor them to the task of style transformation. Specifically, because we can
assume that we have a large amount of data in the target style, we can train the language
model E on only the target text, and use a large general-purpose paraphrase database such
as PPDB as the translation model. One complication of this method is when large general-
purpose paraphrase databases (such as PPDB) cannot cover specific phrases that are specific
to the style to which we want to translate. In this case, [20] find that combining bilingual
and distributional-similarity-based methods for obtaining paraphrases can improve coverage.

Within neural models, it is slightly harder to apply these to the task of unsupervised
style transfer, as they generally model the conditional probability P (E | F ) directly, without
incorporating a language model. One popular method for attempting to get around this
restriction is through the use of cycle-based training [29], which is similar to methods for
semi-supervised training for standard machine translation [7]. The basic idea behind these
methods is that you first generate a hypothesis in the forward direction:

Ê ⇠ P (Ẽ | F ) (166)

then calculate the probability of generating the original sentence given this sample:

P (F | Ẽ), (167)

the intuition being that a Ẽ where this conditional probability is high probably maintains the
content of F better than a Ẽ where the probability is low. This can be plugged into methods
for optimizing sequence-to-sequence models based on arbitrary rewards such as reinforcement
learning or minimum risk training, which will be covered more extensively in Section 18.
Importantly for style transformation, because we would also like to have the output text
be in an arbitrary style, we can add an additional loss function `textstyle(E) which gives a
penalty to sentences that seem they are not in the appropriate style. This type of training
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is akin to generative adversarial networks [13], where this loss function is calculated based
on a discriminative model that tries to guess the style of the generated output, and the
model is given a penalty any time the output is judged to not be in the correct style. [34]
propose a method where this discriminator can be trained using a language model P (E), which
makes it possible to e�ciently train the discriminator over large-scale data before training the
translation model itself.

[24] propose an alternative method for performing style transformation that, similarly to
the bilingual paraphrase extraction methods above, takes advantage of the fact that we can
get large amounts of bilingual text. This method works by pivoting through another language:
first translating the input sentence F into a sentence in another language G, then translating
back into the original language sentence E. In this case, P (G | F ) can be trained on all
bilingual data between the source and pivot languages, and P (E | G) can be trained on a
subset of the parallel data that contains a particular stylistic trait.

16.3 Summarization

A final typical example of monolingual transduction tasks is text summarization. In the
summarization task, compared to the methods above, the content di↵ers between the source
and the target: a larger body of text F is converted into a smaller amount of text E containing
the most salient information in F for browsing purposes. This can be done at a number of
levels:

Sentence Compression: The problem of compressing a single sentence into a shorter single
sentence [16].

Single-document Summarization: The problem of compressing a single document into a
shorter summary [4].

Multi-document Summarization: the problem of reducing the information in multiple
documents into a single summary [2].

There are also typically two types of summarization: extractive summarization and
abstractive summarization. In extractive summarization, we simply choose some content
(usually one sentence at a time), and add these to the summary. In contrast, in abstractive
summarization we actually generate a new summary, and systems using this approach have
been created using the sequence-to-sequence models introduced in this course.

One unique element of summarization is that it is largely concerned with removing irrel-
evant content. Thus, many attempts, both using non-neural statistical systems and neural
systems, focus on simply deleting words [16, 10]. In particular, tree-based methods that ex-
plicitly use syntax have found some favor, as this is a natural way to model that fact that
we can “chop o↵” irrelevant phrases without a major change in the main content [21]. It is
common to frame these problems as a constrained optimization problem; we want to delete
words to achieve a summary with a certain length while maximizing the amount of relevant
content that remains in the summary.

There have also been a number of methods that move beyond only deletion, and frame
the problem as a sequence-to-sequence transduction problem. Successful methods have used
tree substitution grammars [8], and attentional neural networks [27]. These models can be
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equipped with special mechanisms to copy words [14], or control the length of the summary
[15].

Summarization systems are generally evaluated based on the amount of recall of important
information that can be achieved within the limited summary length. The standard measure
is ROUGE, which measures recall over n-grams [17], and it is also common to perform manual
human evaluation as well.

Interested readers can find a more complete survey in [11].

16.4 Exercise

A potential exercise for this section would be to find and download a data set for one of these
tasks, and run your sequence-to-sequence model on it and observe the results.
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