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Translation, Translation Data, and Evaluation



Translation

Mr. and Mrs. Dursley, who lived at 
number 4 on Privet Drive, were proud to 
say they were very normal, fortunately.

El señor y la señora Dursley, que vivían en 
el número 4 de Privet Drive, estaban 
orgullosos de decir que eran muy normales, 
afortunadamente.



Plan

● The practice of translation 
● Machine translation (MT) 
● MT data sources 
● MT evaluation



Translation vs. Interpretation

● Translation 
● Conversion of the written word from one language to another 
● Generally less time constrained 
● Translators tend to specialize in one area, work alone 
● High accuracy and fluent output highly valued 

● Interpretation 
● Conversion of spoken language from one language to another 
● Simultaneous and consecutive interpretation 
● Interpreters tend to be generalists, work in teams 
● Complete accuracy often infeasible, conveying intent most important



How Much Translation is Done?
● Language services market w/ 56.1 billion (translation, interpretation, MT) 
● 640,000 translators worldwide (about 75% freelance) 
● Europe owns 49% of market share 
● 88% of full-time translators use computer aided translation

https://redokun.com/blog/translation-statistics



Difficulty in Translation



Why is it difficult to translate?  

● Cross-lingual lexical and structural divergences 

錨⽟⾃在枕上感念寶釵。。。⼜聽⾒窗外⽵梢焦葉之上,  
⾬聲漸沂, 清寒透幕, 不党⼜滴下淚來 。 

dai yu zi zai zhen shang gan nian bao chai...you ting jian chuang wal zhu shao xiang ye 
zhe shang, yu sheng xili, qing han tou mu, bu jue you di xia lei lat 

From “Dream of the Red Chamber” Cao Xue Qin (1792)                                              



Why is it difficult to translate?  

                                              [Example from Jurafsky & Martin Speech and Language Processing 2nd ed.]



Why is it difficult to translate?  

● Structural divergences 
● Morphology 
● Syntax

In der Innenstadt explodierte eine Autobombe

in  the    in-city       exploded    a    car-bomb

A  car  bomb  exploded   downtown.

In the inner city, there exploded a car bomb.

German:

English:

Translationese:



Why is it difficult to translate?  

● Lexical ambiguities and divergences across languages

                                              [Examples from Jurafsky & Martin Speech and Language Processing 2nd ed.]



Machine Translation



Machine Translation
● Machine translation is a $3 billion market 
● Top providers: Google, Amazon, DeepL 
● Spread across many industries







翻訳とは、⾔語において、Aという形で表現されているものを、その意味に対応するBと
いう形に置き換える⾏為をさす。具体的には、⾃然⾔語において、起点⾔語 による⽂章

を、別の⽬標⾔語 による⽂章に変換する⾏為をさす。

Translation refers to the act of replacing what is expressed in the form of A in a language 
with the form of B that corresponds to that meaning. Specifically, in natural language, it 

refers to the act of converting a sentence in the source language into a sentence in 
another target language.

an expression that takesa different form

the same
a



電気のコードが切れた。 
The electric cord has broken. 

プログラムのコードを書いた。 
I wrote the code for the program. 

楽譜にコードを書いた。 
I wrote the chord on the score. 

プログラマーなのでコードを読むのが得意。 
As a programmer, I am good at reading code. 

ミュージシャンなのでコードを読むのが得意。 
As a musician, I am good at reading codes. 

Javaで、ギターのコードを表示するコードを書いた。 
In Java, I wrote a chord that displays the chord of the guitar.

コード 
ko-do 

(code, cord, chord)

Lexical Ambiguity in Translation (e.g. Google Translate)



3 Classical methods for MT

● Direct 
● Transfer  
● Interlingua



The Vauquois triangle (1968) 



Transfer approaches

● Direct transfer (word-by-word translation)



Transfer approaches

● Syntactic transfer



Transfer approaches

● Syntactic transfer



Transfer approaches

● Syntactic transfer



Transfer approaches

● Semantic transfer



Transfer approaches

● Semantic transfer



Transfer approaches



Interlingua





MT and Data



Learning from data



Parallel corpora



Parallel corpora



Parallel corpora



Parallel corpora



Parallel corpora

Mining parallel data from microblogs Ling et al. 2013



opus.nlpl.eu



MT Evaluation



Is it a good translation?



Basic Evaluation Paradigm

● Use parallel test set 
● Use system to generate translations 
● Compare target translations w/ reference



Human Evaluation

● Ask a human to do evaluation

• Final goal, but slow, expensive, and sometimes inconsistent



Human Evaluation 
Shared Tasks

● Machine Translation 
○ Conference on Machine Translation (WMT) shared tasks 

 
● Composite Leaderboard 

○ GENIE leadeboard for QA, summarization, MT 

http://www.statmt.org/wmt20/
https://genie.apps.allenai.org/


BLEU

● Works by comparing n-gram overlap w/ reference

• Pros: Easy to use, good for measuring system improvement 

• Cons: Often doesn’t match human eval, bad for comparing 
very different systems



Embedding-based Metrics

● Recently, many metrics based on neural models 
○ BertScore: Find similarity between BERT embeddings (unsupervised) 

(Zhang et al. 2020) 
○ BLEURT: Train BERT to predict human evaluation scores (Sellam et al. 

2020) 
○ COMET: Train model to predict human eval, also using source sentence 

(Rei et al. 2020) 
○ PRISM: Model based on training paraphrasing model (Thompson and 

Post 2020) 
○ BARTScore: Calculate the probability of source, reference, or system 

output (Yuan et al. 2021)



Which One to Use?

● Meta-evaluation runs human evaluation and automatic evaluation on the 
same outputs, calculates correlation 

● Examples: 
○ WMT Metrics Task for MT (Mathur et al. 2021) 
○ RealSumm for summarization (Bhandari et al. 2020) 

● Evaluation is hard, especially with good systems! 
Most metrics had no correlation w/ human eval over best systems at some 
WMT 2019 tasks



MT venues and competitions 

● MT tracks in *CL conferences  
● WMT, IWSLT, AMTA... 

● www.statmt.org 

http://www.statmt.org/wmt20/
http://www.statmt.org/wmt20/


Discussion



Class discussion

● Pick a 4-line excerpt from a short text (e.g. poem, text message) in English  

● Use Google translate to back-translate the text via a pivot language, e.g.,   
○ English → Spanish → English 
○ English → L1 → L2 → English, where L1 and L2 are typologically different from 

English and from each other  

● Compare the original text and its English back-translation, and share your 
observations. For example,  
○ What information got lost in the process of translation?  
○ Are there translation errors associated with linguistic properties of pivot 

languages and with linguistic divergences across languages?   
○ Try different pivot languages: can you provide insights about the quality of MT for 

those language pairs?


