CS11-737 Multilingual NLP
Dependency Parsing

Graham Neubig

P Carnegie Mellon University
#7»"  Language Technologies Institute

Site
http://phontron.com/class/multiling2022/



http://phontron.com/class/multiling2022/

Two Types of
L inguistic Structure

 Dependency: focus on relations between words
ROOT

A D\

I saw a girl with a telescope

 Phrase structure: focus on the structure of the sentence
S

i

PRP VBD DT NN

} } Voo l l
| saw a qirl vvlth a telescope



Why Dependencies?

 Demonstrate the relationships between words in a
straightforward way

prep
dobj sels)
nsubj /et det
Y\ VA N\

| saw a girl with a telescope

» Particularly good for multilinguality, e.g. phrase-
structure can be hard to define in languages with free

word order



Universal Dependencies
Treebank

e Standard format for parse trees in many languages

Abaza 1 3K O Northwest Caucasian
Afrikaans 1 49K 40 IE, Germanic
Akkadian 1 1K Afro-Asiatic, Semitic
Albanian 1 <1K W IE, Albanian

Ambharic 1 10K &E /0 Afro-Asiatic, Semitic
Ancient Greek 2 416K L Y=l ] IE, Greek

Arabic 3 1,042K EENW Afro-Asiatic, Semitic
Armenian 1 52K e 7 AEED0 IE, Armenian
Assyrian 1 <1K Afro-Asiatic, Semitic
Bambara 1 13K Mande

Basque 1 121K Basque

Belarusian 1 13K (=R AEH i | IE, Slavic

Bhojpuri 2 6K IE, Indic

Breton 1 10K 87500 S\ IE, Celtic

Bulgarian 1 156K =L ACH| IE, Slavic

Buryat 1 10K & /=1 Mongolic

Cantnnece 1 12 M Sinn-Tihatan

o =R 1Tl L

https://universaldependencies.org/



Semantic and Syntactic
Depenadencies

. Syntactic (SUD) Semantic (UD)

love Q
root <root>
VERB °
\3 love
I challenge /" and . root
nsubj obj conj punct VERB\)
PRON/ NOUN CCONJ PUNCT — ©
d o \l I challenge ’ one .
. nsubj obj conj punct
a : ] PRON/ NOUN PRON PUNCT
det punct obj d o o o - - .
DET  PUNCT AUX a , and saving is probably a good
b det punct cc csubj cop advmod det amod
saving  probably one DET PUNCT CCONJ VERB AUX ADV DET ADJ
subj advmod obj
VERB ADV PRON Earth
obj
Earth a good NOUN
obj det amod
NOUN DET ADJ the
det
the DET
det
DET
Deeper, reflect phrase structure, Flatter, semantically related words closer,
more function word heads more content word heads

https://surfacesyntacticud.github.io/



Cross-lingual Ditferences In Structure
English: SVO

The new spending is fueled by Clinton ’s large bank account .

o
<root
root
AUX
spending
subj
NOUN
The new
det amod
DET ADJ

fueled
obj punct
VERB PUNCT
by
obl
ADP
account
obj
NOUN
Clinton large bank
nmod:poss amod compound
PROPN ADJ NOUN
s
case
PART

Hindi: Verb Final

fRiCT SIS dh AA Bl aoe AR I HIG g ® |

_

g

root

AUX\]

B [

Arabic: Verb Initial

2SI A peaall 53l Glua JIA (e Baall claail) Jgal

Q
Jsad
root
VEbRB\
Calagil) e .
nsubj:pass obl punct
N(g)UN ADbP PUNCT
3aaall Pl
amod fixed obj
ADJ ADP NOUN
b
Ol GEpad nsl
nmod:gmod amod amod
PROPN ADJ ADJ

punct

obj
VERB PUNCT

I
obI I0bj obj
ADP ADP NOUN

rd a\—ﬂg@r

obj fixed fxed/obj
NOUN ADP ADP" NOUN

Ca g5 d®

nmod:poss amod compound amod
ADP ADJ  NOUN ADJ
fareie

obj

PROPN

https://universaldependencies.org/treebanks/{en,hi,ar}_pud/index.html



https://universaldependencies.org/treebanks/

What Can we Do w/
Dependencies?



Use Cases of Dependencies?

Previously, used for feature engineering in systems (and
still useful in some cases)

Now: more useful for human-facing applications

Graham Neubig @gneubig - Jun 3 000

So @anas_ant and | were discussing "Is dependency parsing useful for
anything in 20207?" It was more clear in 2010, but now most SOTA NLP
models don't use dependencies as input. What are some really

convincing use-cases of dependencies nowadays? The more the better!

QO 39 Tq 35 ) 150 A

https://twitter.com/gneubig/status/12682386061010329627lang=en



Example 1: Adding Inductive
Bias to Neural Models

e Bias self attention to follow syntax

. S?W B-ARG0O B-V B-ARGI I-ARG1 I-ARGI
climbing| o0 O B-ARGO I-ARGO B-V

pred role

| Feed Bilinear Feed
Forward Forward

7

Multi-head self-attention + FF J

Syntactically-informed self-attentlon +FF | P

PRP VBP:PRED DT NN VBG:PRED ]

i

Multi-head self-attention + FF } r

I saw the sloth  climbing

Strubell, Emma, et al. "Linguistically-informed self-attention for semantic role labeling." arXiv preprint arXiv:1804.08199 (2018).



Example 2: Understandin
. anguage Structure

 Example of extracting morphological agreement

rules using dependency relations

Raw Text
; AMpéve ™mg Hyovpevitoag cLVOEETL ue TIOAAG. AMpéavio ™m¢ Itokiog Ko ™m¢ AABaviag
port.SG DET Igoumenitsa.GEN connect.SG with many port.PL DET Italy.GEN and DET Albania.GEN
Dependency Parsed Data mod
mod comp:obj mod conj
udep mod det
AMpévt ™m¢ Hyovpevitoag  cuvdéetan ue TIOAAGL AMpévio ™m¢ [toriog Ko ™m¢ AABaviag
NOUN;NEUT DET;FEM PROPN;FEM VERB ADP ADJ;NEUT NOUN;NEUT DET;FEM CCONJ] DET;FEM
Training Data Extraction Decision Tree Learning Labeling Use/Evaluation
Training Sample Agree? Lenlieil Leaf-1:
NOUN det DET Yes o . . Required-Agreement '
PROPN det DET Yes relation = det, head-POS = NOUN, PROPN, child-POS = * :> :> o
NOUN mod AD] Yes |
N PROPN mod NOUN No Leaf -2: Li .
b relation = mod, head-POS = NOUN, PROPN, child-POS = ADJ,PROPN inguist

Chaudhary, Aditi, et al. "Automatic Extraction of Rules Governing Morphological Agreement." EMNLP 2020.




Example 3: Searching over

Parsed Corpora

e Search using "syntactic regex’

Syntactic Search Q

Query

<>founder:[e]Paul was a t:[w]founder of <>entity:[e]Microsoft

2321036

2349619

2352872

2497762

[<founder> (entity=PERSON) ]4—nsub] “N<t> (word=founder)} nmod *[<entity> (entity=ORGANIZATION))
——

Paul founder Microsoft

who is the and director of the | World Education Foundation| , currently engages in research and implementation of sustainable
founder t ﬁi

developmental projects , globally .

Anderson and co-organized with entrepreneur who is the and CEO of | Caf e de 1a Soul| and La Jolie Noire Media , and co-founder of
founder t hﬂi

Black Paris Divas .

Anderson | i | founder| and chairman of | Interface Inc| -

founder

Ananda Kar| is the | founder| of the | Hemlock Society| » that teaches aspirants how to successfully commit suicide .
founder LJ M

Shlain, Micah, et al. "Syntactic Search by Example." arXiv preprint arXiv:2006.03010 (2020).




Example 4: Analysis of
Other Linguistic Phenomena

 Examining power and agency in film scripts

power A pOWer y

y Fageney N[\

The man with the roses beckons Irene forward.

power A powery

ﬂgency\ A
{\I- sgoncy

She slices upwards with a razor-sharp knife...
The move ends with Irene's finger over her own mouth...

{\— agency

He obeys, eyes bulging.

Sap, Maarten, et al. "Connotation frames of power and agency in modern films." EMNLP 2017.



Dependency Parsing



Parsing

* Predicting linguistic structure from input sentence
* Transition-based models
e step through actions one-by-one until we have output
 |ike history-based model for POS tagging
 Graph-based models

e calculate probability of each edge/constituent, and perform
some sort of dynamic programming

e |ike linear CRF model for POS



Shift-reduce Parsing



Arc Standard Shift-Reduce Parsing

(Yamada & Matsumoto 2003, Nivre 2003)

* Process words one-by-one left-to-right
* Two data structures
* Queue: of unprocessed words
e Stack: of partially processed words
* At each point choose
* shift: move one word from queue to stack
* reduce left: top word on stack is head of second word
* reduce right: second word on stack is head of top word

e | earn how to choose each action with a classifier



Shift Reduce Example

Stack Buffer
ROOT | saw a girl
| shift

ROOT | saw a girl
| shift
ROOT | saw a girl
| shift
7\ shift
ROOT | saw a girl
lleﬁ
N
ROOT | saw a girl

Stack Buffer
"2
ROOT | saw agirl 9
left l
¥ —
ROOT | saw agirl 9
thtl
N\ N
ROOT I saw a girl 9
thtl
araYar
ROOT | saw a girl ©




Classification for Shift-reduce

* Given a configuration

Stack Buffer
N
ROOT | saw a qirl

 \Which action do we choose?”

shift right
N\ Y
ROOT | saw a girl ¢ ot ROOTI| saw a gir/
'Y

ROOTI| saw a gir/



Encoding Stack Configurations w/
RNNSs

SHIFT REDUCE_R
m = B
AS(H b #‘
)\

R

— — ———— —— S —
T 1 amoc T T T
fl an [\ decision was made ROOT
overhasty QZ
<— REDUCE-LEFT(amod)
) T
«— SHIFT

(Slide credits: Chris Dyer)



Graph-based Parsing



(First Order) Graph-based
Dependency Parsing

e Express sentence as fully connected directed graph

e Score each edge independently

e Find maximal spanning tree

this

his

/1IN AT

this

N

1S =

1S

N7 NI

A

example example example



Graph-based vs.
Transition Based

- Transition-based

* + Easily condition on infinite tree context (structured
prediction)

» - Greedy search algorithm causes short-term mistakes
- Graph-based
 + Can find exact best global solution via DP algorithm

e - Have to make local independence assumptions



Chu-Liu-Edmonds

(Chu and Liu 1965, Edmonds 1967)

We have a graph and want to find its spanning tree

Greedily select the best incoming edge to each node
(and subtract its score from all incoming edges)

It there are cycles, select a cycle and contract it into a
single node

Recursively call the algorithm on the graph with the
contracted node

Expand the contracted node, deleting an edge
appropriately



Sequence Model Feature Extractors
(Kipperwasser and Goldberg 2016)
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BiAffine Classitier

(Dozat and Manning 2017)

h§‘”‘c‘d6p ) — MLp(@re-dep) (r;) Learn specific representations
h§arc-head) _ M plarc-head) (r;) for head/dependent for each word

S(a'rc) _ H(arc—head)U(l)hga'r‘c-dep)

(/

fy(arc-head)  (2) Calculate score of each arc

« Just optimize the likelihood of the parent, no structured training
* This is a local model, with global decoding using MST at the end

« Best results (with careful parameter tuning) on universal
dependencies parsing task



Multilingual Dependency
Parsing



Difficulty In Multilingual
Dependency Parsing

e Syntactic analysis is a particularly hard multilingual
task

* |tis on the global level, not just word-by-word level

e Syntax varies widely across different languages



Example Improvement 1:
Order-insensitive Encoders

e Standard cross-lingual transfer can fail with large word order
differences between source and target

« Change model structure to be order-insensitive to avoid over-fitting

I
o 3| = Diff(SelfAtt-Enc(OF), RNN-Enc(OS))
C]%a} —— IE.Germanic EL
B — IE.Romance § 4
i —— IE.Slavic S
k Uralic
o O ] — Others 8
[} (&
o 6
50 e 2
E’ s e g
da | ]_ o,
Iv A
id
hg 0
Ze}f —'—l ennosv fr ptdaes it hr ca pluk sl nl bgrudehe cs ro sk id lv fi et zh ar la ko hi ja
ar I
la
ko . . .
i i Figure 2: Evaluation score differences between Order-
Distance Free (OF) and Order Sensitive (OS) modules. We show

results of both encoder (blue solid curve) and decoder
(dashed red curve). Languages are sorted by their
word-ordering distances to English from left to right.
The position of English is marked with a green bar.

Figure 1: Hierarchical clustering (with the Nearest
Point Algorithm) dendrogram of the languages by their
word-ordering vectors.

Ahmad, Wasi Uddin, et al. "On difficulties of cross-lingual transfer with order differences: A case study on dependency
parsing." NAACL 2019.



Example Improvement 2:
Generative Model Fine-tuning

* Use generative model that can be trained
unsupervised, and fine-tune on the target language

b\k\@ )

DT NN VBD IN DT NN RB

joint training

Generative through soft
model parameter sharing
€------- >
The cat sat on the sofa X R JE SX it 2% bk E

He, Junxian, et al. "Cross-lingual syntactic transfer through unsupervised adaptation of invertible projections." ACL 2019.



Example Improvement 3:;
Linguistically Informed Constraints

* Add constraints based on a-priori knowledge of the
language structure

‘/’—\\‘ / f-\

NOUN ADP NOUN PROPN PROPN VERB AUX PUNCT

MT & @I HRAT T 38l & |

Enjoyment of expenditure Indian army  bears s

Constraint: In an ADP-NOUN arc in Hindi, ADP
is more likely to be on the right.

N / )

NOUN ADP NOUN PROPN PROPN VERB AUX PUNCT

Aol & @I ARG ol 38l g |

Enjoyment of expenditure Indian army  bears s

Meng, Tao, Nanyun Peng, and Kai-Wei Chang. "Target language-aware constrained inference for cross-lingual dependency
parsing." EMNLP 2019.



Discussion Question



Discussion Question

 Read at least one of the three below papers on cross-lingual
dependency parsing

« What do you think went well, and what ideas do you have to further
improve”?

Ahmad, Wasi Uddin, et al. "On difficulties of cross-lingual transfer with order differences: A
case study on dependency parsing." NAACL 2019.

He, Junxian, et al. "Cross-lingual syntactic transfer through unsupervised adaptation of
invertible projections." ACL 2019.

Meng, Tao, Nanyun Peng, and Kai-Wei Chang. "Target language-aware constrained
inference for cross-lingual dependency parsing." EMNLP 2019.



