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Tree Structures of Syntax

* Dependency: focus on relations between words
ROOT
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I saw a girl with a telescope

* Phrase structure: focus on the structure of the sentence
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Representations of
Semantics

e Syntax only gives us the sentence structure
 We would like to know what the sentence really means

e Specifically, in an grounded and operationalizable
way, so a machine can

 Answer guestions
* Follow commands

* efc.



Meaning Representations

* Special-purpose representations: designed for a
specific task

* General-purpose representations: designed to
be useful for just about anything

* Shallow representations: designed to only
capture part of the meaning (for expediency)



Parsing to Special-purpose
Meaning Representations



Example Special-purpose
Representations

* A database query language for sentence
understanding

* A robot command and control language

e Source code Iin a language such as Python (7)



Example Query Tasks

 Geoquery: Parsing to Prolog queries over small database
(Zelle and Mooney 1996)

x: “what is the population of iowa ?”
y. _answer ( NV , (
_population ( NV , V1 ) , _const (
v0 , _stateid ( iowa ) ) ) )

* Free917: Parsing to Freebase query language (Cai and

Yates 2013) 1. What are the neighborhoods in New

York City?
Az . neighborhoods(new_york, )

2. How many countries use the rupee?
count(z) . countries_used(rupee, x)

 Many others: WebQuestions, WikiTables, etc.



Example Command ano
Control Tasks

 Robocup: Robot command and control (Wong and
Mooney 2000)

((kbowner our {4})

(do our {6} (pos (lefL (half our)))))
If our player 4 has the ball, then our player 6 should
stay in the left side of our half.

[F[1-6]
/\
e |f this then that: TRIGGER([3-6] ACTION[1-2]
| |
Commands to smartphone ESPN[3.6] Phone.call[1-2]
interfaces (Quirk et al. o sl Gl \h .
ew_in-game_update|3- all_my_phone|1-
2015)

Chicago Cubs[5-5]

1 2 3 4 5 6
Call me 1if the Cubs score



Example Code Generation Tasks

* Hearthstone cards (Ling et al. 2015)

class DivineFavor (3oellCard) :

25" - def  1init  (self):
|

super () .__init__ ("Divine Favcr", 3,
CHAARACTZR_CLASS.FALADIN, CARD_RARITY.RARE)

N eIFa e def use(self, player, game) :
""'_‘*"“ super () .use (playver, game)
b — S \ difference = len(game.other_player.hand)
- len(player.hanc)
for 1 1in range (0, cifference):
plaver.draw ()

* Django commands (Oda et al. 2015)

convert cull_frequency into an integer and substitute it for
self._cull_frequency.

v

self. cull frequency = int(cull frequency)



A First Attempt: Sequence-to-
seguence Models wiaand Liang 2016)

Original Examples

* Simple string-based what are the major-cities in utah ?
Sequence'tO-Sequence what states border maine ?
rnOdel ¢ Induce Grammar

e Doesn’'t work well as- Synchronous CFG
'S, SO generate extra Sample New Examples
synthetic data from a ¢
C FG Recombinant Examples

what are the major cities in [states border [maine]] ?
what are the major cities in [states border [utah]] ?
what states border [states border [maine]] ?

what states border [states border [utah]] ?

¢ Train Model

Sequence-to-sequence RNN




A Better Attempt:
Tree-based Parsing Models

* (Generate from top-down using hierarchical sequence-
to-sequence model (Dong and Lapata 2016)

lambda §0 e <n> <s>
a4l plalelalelvlelalely
= = < = = < =
e A__A__A 4 _ A
and <n> <n> </s>
alelalelal G
S EIE e
: Zl I I I
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> <n> 1600:h </ from $0 dallas:ci</s>
o|Llal el g el el
—P = =P S —» ==
S g S g M EHEE R EEE
'\ & _¥_X _ X __* _F_*_X
departure
<n> Nonterminal ptime SO0 </s>

—» Start decoding
- = » Parent feeding o
| = —P
Encoder unit " =<
Decoder unit ' X




Query/Command Parsing:
| earning from Weak Feedback

* Sometimes we don’t have annotated logical forms

* Treat logical forms as a latent variable, give a boost
when we get the answer correct (Clarke et al 2010)

What i1s the largest state that borders Texas?

7

largest (state ( next to(const(texas)))) Latent
New Mexico

* Can be framed as a reinforcement learning problem (more in a
couple weeks)

* Problems: spurious logical forms that get the correct answer but
are not right (Guu et al. 2017), unstable training



| arge-scale Query Parsing:
Interfacing w/ Knowledge Bases

 Encode features of the knowledge base using CNN and match
against current query (Dong et al. 2015)
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(More on knowledge bases in a month or so)



Code Generation:
Character-based Generation+Copy

* In source code (or other semantic parsing tasks) there is a
significant amount of copying

« Solution: character-based generation+copy, w/ clever
independence assumptions to make training easy (Ling et al. 2016)
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Code Generation: Handling Syntax

 Code also has syntax, e.g. in form of Abstract Syntax Trees

(ASTs)

* Tree-based model that generates AST obeying code structure
and using to modulate information flow (Yin and Neubig 2017)

f Expr}
ts \cxpr[valuc]
'y |expr*[args]| *

10 |Nmi| fistief17:sir(reverse). Iy |cxpr[valuc]
s

t. | keyword*[keywords]

......................

...........

Input: sort my_list in descending order

R

Is | expr — Name

--1 Is | Name = str

1

. | & : GenToken[sorted]

’ Iy GenToken[</n>]

L

fy | root Expr

) Expr — expr|value|

1 expr = Call

ty | Call = expr{func] expr®[args| keyward*[keywords]

.-41011 | Name = str

'
J
'

expr® = expr 14 | keyword* — keyword

ho | expr — Name

— Action Flow

----- » Parent Feeding

| Apply Rul
i | GeuToken[my_list] fi pply Rule

i Generate Token

GenToken[</n>]

L J/

(b)

,',.' GenToken with Copy

Code: sorted(my_list. reverse=Irue)



General-purpose Meaning
Representation



Meaning Representation
Desiderata (Jurafsky and Martin 17.1)

Verifiability: ability to ground w/ a knowledge base, etc.

Unambiguity: one representation should have one
meaning

Canonical form: one meaning should have one
representation

Inference ability: should be able to draw conclusions

Expressiveness: should be able to handle a wide
variety of subject matter



~irst-order Logic

* Logical symbols, connective, variables, constants, etc.

e There is a restaurant that serves Mexican food near ICSI.

dxRestaurant (x) A Serves (x,MexicanFood)A
Near ( (LocationOf (x), LocationOf (ICSI))

* All vegetarian restaurants serve vegetarian food.
VxVegetarianRestaurant (x) =

Serves (x,VegetarianFood)

 Lambda calculus allows for expression of functions
AxX.Ay.Near (x,v) (Bacaro)
Ay .Near (Bacaro, vy)



Abstract Meaning Representation

(Banarescu et al. 2013)
LOGIC format:

* Designed to be simpler  Fwbe

instance(w, want-01) A instance(g, go-01) A

and easier for humans instance(b, boy) A arg(w, b) A

to read argl(w, &) A argh(g. b)
AMR format (based on PENMAN):
(w / want-01
* (Graph format, with ared ;‘333'31
arguments that mean arod )
GRAPH format:

the same thing linked
together nsance

instance

want-01 /
* Large annotated irsanc 301
: /
sembank available
Figure 1: Equivalent formats for representating

the meaning of *“I'he bay wants to go”.



Other Formalisms

 Minimal recursion semantics (Copestake et al. 2005):
variety of first-order logic that strives to be as flat as
possible to preserve ambiguity

* Universal conceptual cognitive annotation (Abend and
Rappoport 2013): Extremely course-grained annotation
alming to be universal and valid across languages

‘/NTb\-bought I/'C\ together

John and Mary a sofa



Syntax-driven Semantic
Parsing

Parse into syntax, then convert into meaning

CFG — first order logic (e.g. Jurafsky and Martin
18.2)

Dependency — first order logic (e.g. Reddy et al.
2017)

Combinatory categorial grammar (CCG) — first
order logic (e.g. Zettlemoyer and Collins 2012)



CCG and CCG Parsing

 CCG a simple syntactic formalism with strong connections to logical form

* Syntactic tags are combinations of elementary expressions (S, N, NP, etc)

a) Utah borders Idaho b) What states border Texas
NP (S\NP)/NP NP (S/(S\NP))/N N (S\NP)/NP NP
utah  Az.\y.borders(y,x) idaho AAg Az f(z) Ag(z) Az.state(z) Az.Ay.borders(y,z) texas

(S\NP) g S/(S\NP) 7 (S\NP) g
\y.borders(y, idaho) Mg \z.state(z) A g(x) My.borders(y, texas)
< >
border s(utah, idaho) Az.state(x) A borders(z, texas)

e Strong syntactic constraints on which tags can be combined

 Much weaker constraints than CFG on what tags can be
assigned to a particular word



Supertagging

» Basically, tagging with a very big tag set (e.g. CCQG)

* |t we have a strong super-tagger, we can greatly reduce
CCG ambiguity to the point it is deterministic

o Standard LSTM taggers w/ a few tricks perform quite
well, and improve parsing (Vaswani et al. 2017)

 Modeling the compositionality of tags

e Scheduled sampling to prevent error propagation



Parsing to Graph Structures

* In many semantic representations, would like to parse to
directed acyclic graph

 Modity the transition system to add special actions that
allow for DAGs

» "Right arc” doesn'’t reduce for AMR (Damonte et al.
2017)

 Add “remote”, "node”, and “swap” transitions for
UCCA (Hershcovich et al. 2017)

o Perform linearization and insert pseudo-tokens for re-
entry actions (Buys and Blunsom 2017)



Shallow Semantics



Semantic Role Labeling
(Gildea and Jurafsky 2002)

* Label “who did what to whom” on a span-level basis

(1) [ judge She | blames [ gyoinee the Government | [ reason for failing to do
enough to help | .

(2) [ Message “T'll knock on your door at quarter to six” | [speqarer Susan] said.



Neural Models for Semantic
Role Labeling

* Simple model w/ deep highway LSTM tagger works
well (Le et al. 2017)

1?{Barco) P (Lagao) £{Bv)

L4 b
R

Transform |
(zates
l o
ILST™M i ,

Wrdd 900 9006 @060 0809
Predicate The 0 cats 0 love 1 hats 0

Softmax

* Error analysis showing the remaining challenges



Questions?



