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Types of Dialog
• Who is talking? 

• Human-human 

• Human-computer 

• Why are they talking? 

• Task driven 

• Chat



Models of Chat



Two Paradigms
• Generation-based models 

• Take input, generate output 

• Good if you want to be creative 

• Retrieval-based models 

• Take input, find most appropriate output 

• Good if you want to be safe



Generation-based Models 
(Ritter et al. 2011)

• Train machine translation system to perform translation from 
utterance to response 

• Lots of filtering, etc., to make sure that the extracted translation 
rules are reliable



Neural Models for Dialog 
Response Generation 

(Sordoni et al. 2015, Sheng et al. 2015, Vinyals and Le 2015)

• Like other 
translation tasks, 
dialog response 
generation can be 
done with 
encoder-decoders 

• Sheng et al. 
(2015) present 
simplest model, 
translating from 
previous 
utterance



Problem 1: Dialog More 
Dependent on Global Coherence
• Considering only a single previous utterance will lead to 

locally coherent but globally incoherent output 
• Necessary to consider more context! (Sordoni et al. 2015)

• Contrast to MT, where context sometimes is (Matsuzaki et 
al. 2015) and sometimes isn’t (Jean et al. 2017) helpful



One Solution: Use Standard 
Architecture w/ More Context
• Sordoni et al. (2015) consider one additional previous context 

utterance concatenated together 
• Vinyals et al. (2015) just concatenate together all previous utterances 

and hope an RNN an learn



Hierarchical Encoder-
decoder Model (Serban et al. 2016)

• Also have utterance-level RNN track overall dialog state



Discourse-level VAE Model  
(Zhao et al. 2017)

• Encode entire previous dialog context as latent variable in VAE 

• Also meta-information such as dialog acts

Also, bag-of-words loss



Problem 2: Dialog allows 
Much More Varied Responses
• For translation, there is lexical variation but content remains 

the same 

• For dialog, content will also be different! (e.g. Li et al. 2016)



Diversity Promoting Objective 
for Conversation (Li et al. 2016)

• Basic idea: we want responses that are likely given the 
context, unlikely otherwise 

• Method: subtract weighted unconditioned log probability from 
conditioned probability (calculated only on first few words)



Diversity is a Problem for 
Evaluation!

• Translation uses BLEU score; while imperfect, not horrible 

• In dialog, BLEU shows very little correlation (Liu et al. 2016)



Using Multiple References with 
Human Evaluation Scores (Galley et al. 2015)

• Retrieve good-looking responses, perform human 
evaluation, up-weight good ones, down-weight bad ones



Learning to Evaluate
• Use context, true response, and actual response to learn a 

regressor that predicts goodness (Lowe et al. 2017) 
• Important: similar to model, but has access to reference!

• Adversarial evaluation: try to determine whether 
response is true or fake (Li et al. 2017) 

• One caveat from MT: learnable metrics tend to overfit



Problem 3: Dialog Agents 
should have Personality

• If we train on all of our data, our agent will be a 
mish-mash of personalities (e.g. Li et al. 2016)  
 
 
 
 

• We would like our agents to be consistent!



Personality Infused Dialog 
(Mairesse et al. 2007)

• Train a generation 
system with 
controllable “knobs” 
based on personality 
traits 

• e.g. Extraversion: 

• Non-neural, but well 
done and perhaps 
applicable



Persona-based Neural 
Dialog Model (Li et al. 2017)

• Model each speaker in embedding space

• Also model who the speaker is speaking to in 
speaker-addressee model



Retrieval-based Models



Dialog Response Retrieval
• Idea: many things can be answered 

with template 

• Simply find most relevant response 
out of existing ones in corpus

Image Credit: Google

Template responses



Retrieval-based Chat 
(Lee et al. 2009)

• Basic idea: given an utterance, find the most 
similar in the database and return it

• Similarity based on exact word match, plus 
extracted features regarding discourse



Neural Response Retrieval 
(Nio et al. 2014)

• Idea: use neural models to soften the connection 
between input and output and do more flexible matching

• Model uses Socher et al. (2011) recursive auto-
encoder + dynamic pooling



Smart Reply for Email 
Retrieval (Kannan et al. 2016)

• Implemented in GMail smart reply 

• Similar response model with LSTM seq2seq scoring, but 
many improvements 

• Beam search over response space for scalability 

• Canonicalization of syntactic variants and clustering of 
similar responses 

• Human curation of responses  

• Enforcement of diversity through omission of redundant 
responses and enforcing positive/negative



Task-driven Dialog



Chat vs. Task Completion

• Chat is basically to keep the user entertained 

• What if we want to do an actual task? 

• Book a flight 

• Access information from a database



Traditional Task-completion 
Dialog Framework

• In semantic frame based dialog: 

• Natural language understanding to fill the slots in the 
frame based on the user utterance 

• Dialog state tracking to keep track of the overall dialog 
state over multiple turns 

• Dialog control to decide the next action based on state 

• Natural language generation to generate utterances 
based on current state



NLU (for Slot Filling) w/ 
Neural Nets (Mesnil et al. 2015)

• Slot filing expressed as BIO scheme

• RNN-CRF based model for tags



Dialog State Tracking
• Track the belief about our current frame-filling state (Williams et al. 2013)

• Henderson et al. (2014) present RNN model that encodes multiple 
ASR hypotheses and generalizes by abstracting details



Language Generation from Dialog 
State w/ Neural Nets (Wen et al. 2015)

• Condition LSTM 
units based on the 
dialog input, output 
English



End-to-end Dialog Control 
(Williams et al. 2017)

• Train an LSTM that takes in text and entities and 
directly chooses an action to take (reply or API call)

• Trained using combination of supervised and 
reinforcement learning



Questions?


