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Abstract
Prosodic emphasis is a vital element of speech-based com-
municating, and machine translation of emphasis has been
an active research target. For example, there is some previ-
ous work on translation of word-level emphasis through the
cross-lingual transfer of F0, power, or duration. However, no
previous work has covered a type of information that might
have a large potential benefit in emphasizing speech, pauses
between words. In this paper, we first investigate the impor-
tance of pauses in emphasizing speech by analyzing the num-
ber of pauses inserted surrounding emphasized words. Then,
we develop a pause prediction model that can be integrated
into an existing emphasis translation system. Experiments
showed that the proposed emphasis translation system inte-
grating the pause prediction model made it easier for human
listeners to identify emphasis in the target language, with an
overall gain of 2% in human subjects’ emphasis prediction
F -measure.

1. Introduction
Emphasis is an important factor of human communication
that conveys the focus of speech. For example, in our daily
life, it is common for words to be misheard in many situa-
tions, particularly in noisy environments. When such a sit-
uation happens, people often put more emphasis (focus) on
particular words that are misheard to help listeners under-
stand which information in the sentence is the most impor-
tant. Emphasis is as important, or even more important in
cross-lingual communication because of the need for under-
standing the main ideas of people speaking in different lan-
guages despite the barriers posed by cross-lingual communi-
cation.

Speech-to-speech (S2S) translation [1] is a technique that
is able to translate speech across languages as illustrated in
Fig. 1. In order to convey emphasis across languages, several
previous works [2, 3] have proposed methods to translate em-
phasis in a limited domain, 10 digits. Anumanchipalli et al.
[4] translates emphasis in a larger domain, but only consider
F0 features. Do et al. [5] take a different approach of trans-
lating emphasis by considering emphasis as a real-numbered
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Figure 1: Proposed method for predicting pauses and using
them in the translation of emphasis. Pauses are represented
in text as “<p>”.

value and utilizing all speech features including F0, duration,
and power. However, all these methods are still missing a va-
riety of information that might have a large potential benefit
in emphasizing speech: pauses.

Pauses are one of the prosodic cues that segment speech
into meaningful units [6]. In emphasized speech, along with
power, duration, and F0, we conjecture that pauses also are
used to indicate that upcoming words are important and give
a sign to listeners that they should pay attention to those
words. However, the previous works on emphasis modeling
and emphasis translation have not analyzed the importance
of pauses in emphasized speech, and not incorporated them
into the translation of emphasis in S2S translation systems.

In this paper, we first perform an analysis to investigate
the importance of pauses in emphasizing speech by look-
ing at the number of pauses inserted surrounding emphasized
words in English and Japanese, and examine the relationship
of pause usage between those two languages. Then, based on
this knowledge, we investigate the contribution of incorpo-
rating an automatic pause prediction system into an existing
method for translating emphasis in S2S translation, as illus-



trated in Fig. 1.

2. Emphasis in speech-to-speech translation
This section describes a S2S translation framework that is
able to convey emphasis across languages [5]. The “previous
work” section in Fig. 1 (inside the green box) is broken down
in more detail in Fig. 2.
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Figure 2: A S2S translation system capable of translating
emphasis, consisting of a conventional S2S system, emphasis
estimation, and an emphasis translation system.

2.1. Conventional speech-to-speech translation systems

Conventional S2S translation systems have been studied ex-
tensively in previous works, such as [1, 7]. As illustrated in
Fig. 2, they consist of 3 main components: speech recog-
nition recognizes speech into text, machine translation trans-
lates the text into the target language, and text-to-speech syn-
thesizes speech given the translated text. Recently, many ap-
proaches have been proposed to improve the performance of
S2S systems, for instance, [8] proposed an interesting idea
that detects errors in ASR and MT output, then asks users to
clarify the speech before translation.

Although the performance of conventional S2S systems
is improving in conveying the meaning of speech, they are
still lack of paralinguistic information, particularly emphasis.

2.2. Emphasis estimation

In order to translate emphasis, the first step is to extract in-
formation that representing emphasis. [5] has applied linear-
regression hidden semi-Markov models, which are a sim-
ple form of multi-regression HSMMs [9] to derive a real-
numbered value called word-level emphasis degree that rep-
resents how emphasized a word is. Defining the approach
mathematically, given a word sequence consisting of N
words and its speech features o, a sequence of N word-level

emphasis values Λ = [λ1, · · · , λN ] is derived by maximiz-
ing a likelihood function

P (o|λ,M) =
∑
all q

P (q|λ,M)P (o|q,λ,M) , (1)

where q is a HMM state sequence that corresponds to the
given word sequence, andM is the model parameters. This
approach has the advantage that all features that are used to
emphasize words such as power, F0, and duration are taken
into account, while other works on emphasis translation only
utilized individual features separately [4, 10].

2.3. Emphasis translation

As described in [5], the word-level emphasis sequence is
translated across languages by utilizing conditional random
fields (CRFs) [11]. The problem is defined as follows: given
a source language word sequence w(f), a vector of word-
level emphasis Λ(f), a corresponding target word sequence
w(e) (which is the output of the MT system), and part-of-
speech tag information {t(e), t(f)}, we want to predict the
target language word-level emphasis vector, as illustrated in
Fig. 3. The probability of the target word-level emphasis se-

It        is         hot     today
PRP   VBZ    JJ        NN
0        0.1       0.8     0.1

 今日　は　 暑い　です
NN     RP   JJ        VBZ

Source
language

Target
language

今日　は　暑い　です
0.1      0.2   0.9        0.2

CRFs

Figure 3: CRF-based emphasis translation.

quence Λ(e) is calculated by
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where x is the input features, f is feature functions, K is
the number of feature functions, and θ is the model parame-
ters. The advantage of CRF-based translation model is that it
flexible, and easy to add more features or remove irrelevant
features that are not helpful for translation.



3. Pause prediction
Pause prediction is not a new research field, with a large
body of research trying to tackle this problem [12, 13, 14].
The main distinction between these previous methods and
our work is that while previous methods attempted to predict
pauses from text (linguistic) information only, in our work
we are given information about whether the word in ques-
tion is emphasized, which gives us a stronger signal about
whether pauses should be inserted or not. In this section,
we describe two approaches that are able to utilize both lin-
guistic and emphasis information to predict pauses based on
CRFs.

The pause prediction problem can be described as fol-
lows: Given a word sequence and its word-level emphasis
sequence, we want to predict in which of the below 4 posi-
tions a pause is inserted.

Before : a pause is inserted before the word.

After : a pause is inserted after the word.

Both sides : pauses are inserted before and after the word.

None : there is no pause inserted.

Generally speaking, this is a classification problem with 4
classes.

3.1. Pause extraction

The first step is to extract pauses from the training data by
3 steps, first, we train a speech recognition model on the
same data, this step will give us a speaker dependent acoustic
model for each speaker. Then, we perform forced alignment
on the training data to derive audio-text alignments. Finally,
from the alignment, we extract all pause segments that have
duration at least 50ms as pauses.

3.2. CRF-based pause prediction

The CRF-based prediction model is very similar to emphasis
translation described in Section 2.3. The input features in-
clude words, part-of-speech tags, emphasis degree, and con-
text information of the preceding and succeeding units. Ta-
ble 1 shows an example of input features. In the example,
the word hot is the emphasized word, and we can see that a
pause is inserted after the word is and before the word hot.
In a standard sentence, this placement of a pause may seem
unnatural. However, because the word hot is emphasized in-
tentionally, the pause can be inserted to give a sign that the
word hot is important.

4. Experiments
4.1. Experimental setup

The experiments were conducted using a bilingual English-
Japanese emphasized speech corpus [15], which has empha-
sized content words that were carefully selected to maintain

Table 1: An example of input features for the sentence “it is
<p> hot” with word-level emphasis sequence “0 0.1 0.8”.
Note that pauses are represented by commas, and we also
use the context information of the preceding and succeeding
units.

Position Word Part-of-speech Emphasis
None it PRP 0
After is VBZ 0.1

Before hot JJ 0.8

the naturalness of emphasized utterances. The corpus con-
sists of 966 pairs of utterances with 1258 emphasized and
3886 normal words. The speech data is collected from 3
bilingual speakers, 6 monolingual Japanese, and 1 mono-
lingual English speaker. The training data is divided into
916 training and 50 testing samples. And the setup for em-
phasis translation follows our previous work [5], extracting
speech features using 25-dimension mel-cepstral coefficients
including spectral parameters, log-scaled F0, and aperiodic
features. Each speech parameter vector includes static fea-
tures and their delta and delta-deltas. The frame shift was set
to 5 ms. Each HSMM model is modeled by 7 HMM states
including initial and final states. We adopt STRAIGHT [14]
for speech analysis.

4.2. Pause insertion analysis

In the first experiment, we investigate the importance of
pause insertion in emphasizing words by analyzing number
of pauses inserted before, after, and on both sides of empha-
sized words. The result is shown in Table 2.

First, we look at the column data indicating the number of
pauses insertions in each position. We can easily see that the
number of pauses inserted after emphasized words is dom-
inant among all subjects and languages, and it is not com-
mon that pauses are inserted on both sides of emphasized
words. This indicates that in order to emphasize words, the
speaker often insert a pause after the emphasized word, and
this usage is independent of whether the language is English
or Japanese.

Second, comparing the number of pause insertions be-
tween English and Japanese at lines 1-2, 3-6, and 4-5, we
can see that the difference is small in the “Before” position;
but much a larger in the “after” and “both sides” positions, in
which Japanese has more pause insertion than English.

Moreover, an analysis on pause insertions surround-
ing normal words for native speakers is also conducted as
showed in Table 3. We can see that there is a small number
of pauses inserted surrounding normal words, this is likely
normal words are less likely to induce pauses, and also be-
cause the utterances are relatively short, ranging from 4 to 16
words.

According to above observations, we conclude that
1) pauses are an important factor in both languages that



helps to express emphasis, and 2) it is better to consider
pause insertion in an emphasis translation system between
English-Japanese, especially when translating from English
to Japanese because pauses are even more often used in
Japanese than English.

Table 2: Number of pauses inserted corresponding to
different positions surrounding emphasized words. “All
[English|Japanese]” denotes the case where we use all data
including native and non-native speakers.

Before After Both sides
1. All English 117 230 33
2. All Japanese 125 499 241
3. English by natives 155 248 48
4. English by non-natives 42 194 3
5. Japanese by non-natives 178 337 113
6. Japanese by natives 104 564 292

Table 3: Number of pauses inserted corresponding to differ-
ent positions surrounding normal words.

Before After Both sides
1. English by natives 47 44 1
2. Japanese by natives 167 182 6

4.3. Pause insertion prediction

In the next experiment, we evaluate the performance of pause
prediction models based on CRFs. 4 classes were used, they
are “none”, “before”, “after”, and “both sides”. The corpus
is divided into 2 sets of 916 training and 50 testing utterances
from one native Japanese speaker. We used a single speaker
because the pause prediction system will be integrated into
an existing emphasis S2S translation system that is speaker-
dependent.

We evaluate the performance of the CRF-based pause
prediction model using different combination of input fea-
tures, which includes words, part-of-speech tags, word-level
emphasis degree, and information of preceding and succeed-
ing units. The measurement metric is F -measure, which
is the harmonic mean of precision and recall. The result is
shown in Table 4.

Table 4: Pause prediction performance using different com-
bination of input features. “ctx” denotes context information
of a preceding and succeeding units.

Emph. Emph.
ctx.

Word Word
ctx.

Tag Tag
ctx.

F -
measure

3 3 3 3 3 3 88.76
3 3 3 3 85.38

3 3 84.81
3 3 3 85.71

First, by comparing the 1st line with the 2nd and 3rd line.
We can see that emphasis information is important for pause
prediction, improving 3% F -measure. Second, the last line
that shows the input feature without context information has
lower accuracy compared to the 1st line, which has context
information, indicating that the context information is also
very important because it gives more information for pause
prediction.

4.4. Emphasis translation with pause insertion

In the final experiment, we evaluate the S2S translation sys-
tem integrating with the CRF-based pause prediction model.
Four systems were:

No-emphasis : A speech translation system without empha-
sis translation as described in [5].

Baseline : An emphasis translation system without pause
prediction as described in [5].

+Pause : The baseline system with the CRF-based pause
prediction model.

Natural : Natural speech by native Japanese speaker.

First, we synthesize audios from each system. Then, we
asked 6 native Japanese listeners to listen to the synthesized
audio and identify the emphasized word. Finally, we score
each system with F -measure. In addition, we perform an ob-
jective evaluation where the emphasized word is detected by
an emphasis threshold of 0.51 yielding 91.6% F -measure.
Note that it is not possible that the subjective result is bet-
ter than the objective result, because there is a chance that
text-to-speech systems make mistakes in synthesizing em-
phasized audios. The result is shown in Fig. 4.

As reported in [5], the baseline system outperforms No-
emphasis system in conveying emphasis across languages.
However, it is still 4% lower accuracy than the objective eval-
uation. By integrating the pause prediction model, we gain
2% F -measure, which is closer to the objective result. The
result indicates that pauses are an important type of informa-
tion that helps listeners perceive the focus of speech better,
and also prove our conjecture that pause might be used to
indicate that upcoming words are important.

5. Conclusion
In this paper, we investigated the importance of pauses in em-
phasizing speech, as well as integrating a pause prediction
model – that utilized both linguistic and emphasis features
– into an existing emphasis translation system. Results of
an analysis and emphasis translation experiments from En-
glish to Japanese show that 1) pauses are important type of
information in that helps listeners better perceive the focus
of speech, 2) along with linguistic features, we found that
emphasis features also plays an important role in predicting

1This value is an optimized value that has been tested in [5].
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Figure 4: Subjective evaluation of emphasis translation with
pause insertion.

pauses in emphasized speech, and 3) the emphasis translation
system achieves a 2% F -measure improvement with a pause
prediction model. Future works will examine more pause
prediction models, and also analyze pause usage in more lan-
guages.
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