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ABSTRACT

In this research, we propose a probabilistic dialogue modeling
method for persuasive dialogue systems that interact with the
user based on a specific goal, and lead the user to take actions
that the system intends from candidate actions satisfying the
user’s needs. As a baseline system, we develop a dialogue
model assuming the user makes decisions based on prefer-
ence. Then we improve the model by introducing methods to
guide the user from topic to topic. We evaluate the system
knowledge and dialogue manager in a task that tests the sys-
tem’s persuasive power, and find that the proposed method is
effective in this respect.

Index Terms— Spoken dialogue system，Persuasive di-
alogue，Dialogue management，Leading conversations，Es-
timating user’s preference

1. INTRODUCTION

Traditionally, dialogue systems have been developed to help
users perform a specific task [1, 2, 3], help users with un-
certain needs discover the information they are interested in
[4, 5, 6], or entertain users through chat [7, 8, 9]. These sys-
tems are all similar in that the dialogue system is a tool that
is used to achieve theuser goalof finishing a task, learning
new information, or simply being entertained (left ellipse in
Figure 1).

On the other hand, there has also been a focus in recent
years on persuasive technology and computational deception,
where the computer is not simply a passive actor, but actively
tries to change the thoughts or habits of the users [10, 11]
(right ellipse in Figure 1). In other words, in persuasive tech-
nology there is asystem goal, and the system attempts to per-
suade the user in such a way that this goal may be achieved.
Persuasive technology has been used to identify factors of
user decisions [12], or for selling items, interactive advertise-
ment, and helping to improve bad habits [10]. There is also
some related research in dialogue on optimizing policies of
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Fig. 1. Categorization of dialogue systems by goal to be
achieved.

dialogue systems for argumentation [13] and analyzing im-
portant factors for persuasion, such as message style or num-
ber of participants [14].

Our interest lies in an application at the crossroads of per-
suasive technology and traditional dialogue systems: persua-
sive dialogue systems that attempt to satisfy both theuser
goal andsystem goalsimultaneously. While this sort of gen-
eral framework can be used for any number of tasks, in this
paper we will use as an example a system that helps incoming
graduate students decide which laboratory they would like to
join. When the system considers only the user’s goal, this
is an example of decision support dialogue [6] in which the
user’s preference is not clear to the system and the system
needs to estimate it through the dialogue. However, we can
also think of a situation where the system may have an aux-
iliary goal, such as maintaining a relatively even balance of
the number of students between the laboratories in the de-
partment. In this case, the system would like to lead the user
to a decision that both satisfies the user’s goal (of finding an
appropriate laboratory), and the system goal (of leading the
user to a laboratory that is under capacity).

In this research, we propose the first system for persuasive
dialogue that leads the user to take actions that the system
intends while still considering the user’s goal and satisfac-
tion (the overlapping zone in the two ellipses in Figure 1). In
particular, we propose methods for knowledge-base construc-
tion and a dialogue management that help us achieve this sort
of persuasive dialogue. We examine three methods for con-
structing knowledge bases, with a focus on acquiring knowl-
edge that enables the system to guide users towards topics
related to the system goal. The proposed persuasive dialogue
manager is based on the Bayesian network (BN) framework



Table 1. An example of persuasive dialogue．S is a system
utterance, U is a user utterance, and the system’s target is lab-
oratory A.

Utterance
S1: “What research fields are you interested in?”
U1: “Dialogue and communication support.”
S2: “Laboratory A is working on dialogue.”
U2: “But not communication support?”
S3-1:“You are interested in communication support.”
S3-2:“Speech translation helps communication support.”
S3-3:“Are you interested in speech translation?”
U3: “Yes.”
S4-1:“Laboratory A works on speech translation.”
S4-2:“How about joining laboratory A?”
U4: “Sure.”

[15, 16], and further implements new functionality including
actions to guide the user to the target topic.

We experimentally evaluate performance of the proposed
persuasive dialogue manager on two tasks, one controlled task
with a small number of topics and where the user has al-
most no knowledge about the domain, and a larger scale task
where the system handles a large number of topics and the
user has some prior knowledge. Experimental results indi-
cate that guiding the user to the target topic contributes to the
achievement of the system goal. If the user has little knowl-
edge about the domain, guiding the user to the target topic
also contributes to an improvement in user satisfaction.

2. AN OUTLINE OF PERSUASIVE DIALOGUE

As mentioned in the introduction, as an example of a persua-
sive dialog, we suppose a situation where a system is trying to
recommend a laboratory for incoming students. The dialogue
system has an intended target laboratory, and attempts to per-
suade the user (i.e., the student) to join the target laboratory.
Table 1 shows an example of a persuasive dialogue where the
target laboratory is set to laboratory A. In this research, we
assume that 1) The goal of the system is pre-determined and
invariant throughout the dialogue, 2) the user has interest in
topics, at least one of which is covered by the target labora-
tory.

In order to formalize a system that can perform a dialogue
similar to that in Table 1, we describe a persuasive dialogue
system that uses four types of dialogue act:

Inform the user of information about a topic or the relation-
ship between topics.

Question the user about his/her preferred topic.
Confirm the content of recognized user utterance.
Solicit the user to choose the target alternative.

In Table 1, utterances S2, S3-2 and S4-1 are system actions
based onInform and utterance S4-2 is a system action based
on Solicit. And, for promoting smooth dialogue, the system

Fig. 2. Example of knowledge of the system

also handles theQuestion(S1, S3-3) andConfirm(S3-1) ac-
tions.

In order to persuade the user to select a candidate that the
system intends from the user’s decision candidates, it is natu-
ral that the system should know about the topics that may be
covered in the conversation. Furthermore, to allow the sys-
tem to lead the user from topic to topic it is also desirable for
the system to have knowledge about the relationships between
topics. To achieve high user satisfaction, it is also necessary
that the system understands whether the user is interested in
each topic, and manages the dialogue based on this user inter-
est. We will introduce techniques for creating the knowledge-
base and dialogue manager in the following two sections.

3. BUILDING A KNOWLEDGE-BASE FOR
PERSUASIVE DIALOGUE

Using a knowledge base, we provide the system with knowl-
edge about topics and the relationships between them as
shown in Figure 2. Here,topicscan be further divided intoal-
ternativesrepresenting topics among which the user is trying
to decide (i.e. laboratories), anddeterminantsrepresenting
topics that can affect the user’s selection of alternatives (i.e.
research topics). In the context of persuasive dialogue, we
must guide the user from topic to topic, and thus we also make
a particular effort towards defining the relationship between
topics.

3.1. Manually created knowledge base

Traditional knowledge bases such as WordNet [17] define hy-
pernym/hyponym relations between topics. As shown in Fig
3, we define 3 types of relationship over hypernym/hyponym
graphs: 1) parent-child, 2) grandparent-grandchild, and 3)
common ascendant. We further define a response template
for each relation. For example, the response template for 1) is
“y is one of the research fields of x.”

3.2. Building a knowledge base through web search

While the method described in the previous section has the
advantage of being able to use existing knowledge bases, it
is also limited by the coverage of manually created resources,
and limited to the response templates that can be defined using
hypernym-hyponym relations. In order to solve this problem,



Fig. 3. Example of the knowledge based on hyper-
nym/hyponym relations.

we propose a method to expand the knowledge base using
Web search in the following manner:

1. Create a response templatert by hand. Response tem-
plates are chosen that have high potential for guiding
the user from the current topicx to the next topicy.
(i.e. “x is used iny”)

2. Create a search query based onrt.
(i.e. “x used iny”)

3. For eachx/y pair use a search engine to calculate statis-
tics including the total number of pages coveredN and
the number of hitsC(x, y, rt), C(x), andC(y).

4. Score eachx/y pair according to the number of hits
C(x, y, rt) or the mutual information

I(x, y, rt) =
P (x, y, rt)

P (x) ∗ P (y)
=

N ∗ C(x, y, rt)

C(x) ∗ C(y)
. (1)

The response template for a particularx/y is selected
according to argmax

rt
I(x, y, rt) or argmax

rt
C(x, y, rt).

This knowledge-base expansion method has the advan-
tage of being automated, and directly using the response tem-
plate to express relationships other than hypernym and hy-
ponym.

4. DIALOGUE MANAGEMENT FOR PERSUASION

Now that we have defined our set of dialogue acts and knowl-
edge base, we require a dialogue manager that can choose
appropriate actions. We first describe a traditional baseline
that attempts to achieve the user goal, and follow with the
proposed persuasive dialogue manager.

4.1. Baseline model

As a baseline that focuses on the user goal, we use the dia-
logue manager introduced in the decision support system of
[6]. We assume that 1) the user makes a decision to choose an
alternative satisfying the user preference from the available
candidates and 2) the user’s latent preference for each topic is
invariant through the dialogue. As mentioned in Section 2, at
least one determinant matches the user preference.

In order to find alternatives that achieve the user goal, the
baseline model estimates the user’s preference over time us-
ing a dynamic Bayesian network (DBN). While the dialogue

Fig. 4. Description of the dialogue state by Bayesian network
in the baseline model. Each node represents a variable, and
each edge represents a probabilistic dependency.

system uses information about the user’s preferences to man-
age the conversation, these preferences are initially unknown
to the system, and must be estimated through dialogue. To
manage this process, the dialogue state of the system is mod-
eled in a probabilistic manner by the following equation:

P (ek|A,O) =
P (O|A, ek)

∑
e
′
k
P (ek|, e

′
k)P (e

′
k)

P (O|A)
(2)

whereek ande
′

k represent the user’s estimated preference in
a topick at the previous and current turns respectively,A rep-
resents the previous action of the system, andO represents
the observed user action. Each action is further divided into
dialogue actda such asinform andquestion, for topicsk, so
thatA = ⟨daA,kA⟩ andO = ⟨daO,kO⟩.

Fig 4 shows a Bayesian network for the dialogue state ac-
cording to this model. The dialogue history from the begin-
ning of the dialogue to the present time is represented as a
dialogue state (called a belief state). Specifically, the belief
state considers the estimated user preference, dialogue his-
tory including turn and recognized user action, and the alter-
native the system would like user to choose (the persuasive
target). Because of the previous assumption that the user’s la-
tent preference is invariant, we setP (ek|e

′

k) = 1 if ek = e
′

k,
andP (ek|e

′

k) = 0 otherwise. Thus allowing us to simplify
(2) to

P (ek = 1|A,O) =
P (O|A, ek = 1)P (e

′

k = 1)

P (O|A)
(3)

and similarly forek = 0. P (O|A, ek) is determined on the
basis of questionnaire and dialogue corpus of conversation
between students and a system whoseP (O|A, ek) is manu-
ally set. Procedure of data collection is same to those of ex-
periment in Section 5.2. We determine the topics in which
true user preference exists by using a questionnaire asking
“which research field is important when you decide the labo-
ratory to enter?” Next, subjects use the system, and we collect
and annotate dialogue acts from those conversations. We use
user preference and actions of the user and system to calculate
probabilities

P (O|A, ek) =
N(O,A, ek)

N(A, ek)
(4)

whereN(O,A, ek) represent the count of the tuples of system
actionO, user actionA and the user answer about preference



ek. If a particular topicek′ was not selected as a user’s pre-
ferred topic even once in the dialogue corpus, we use only
dialogue actda to calculate a smoothed version of Equation
(4). The prior probability on the preferenceP (ek) can be set
to a uniform distribution over all laboratories.

The next system action is determined on the basis of the
present belief state. The policy of the baseline model accord-
ing to the decision support system can be summarized below.

1. If the recognized user utterance is a question, the sys-
tem answers the question．

2. If the estimated user preference in the persuasive target
is higher than any of the other alternatives, or if a cer-
tain number turns has elapsed, the systemsolicits the
user to join the laboratory．

3. If neither of the above two conditions are fulfilled, the
systeminformsthe user of the relationship between the
current topic (or the topic of highest preference) and a
topic randomly selected from the topics which have a
direct relation to the current topic.

4.2. Proposed persuasive dialogue model

In this section, we describe our proposed expansions to the
baseline that allow the system to also persuade the user to
choose the alternatives satisfying the system goal. We first
define the reward function for the system based on the system
and user goals. The system goal reward is defined as

Rsystem(k1, ..., kn) = ekn−1 · wsystem(kn) (5)

wherek1, .., kn represents the series of topics mentioned by
the system andei represents the users preference for the topic.
wsystem(kn) represents how important topickn is as a per-
suasive target, andekn−1 represents the user preference for
kn−1. As the system’s final action is to inform the user that
kn−1 has a relationship to the persuasive targetkn, we also
consider the user’s preferenceekn−1 . As a first step for this
research, we assume thatwsystem(kn) is set to non-zero only
if kn = ktarget.

Ruser(k1, ..., kn) =

n∏
i=1

eki (6)

represents the user goal reward, which is higher if the dia-
logue covers many of the user’s preferred topics1.

In order to perform a dialogue maximizing these two re-
wards, it is important to talk about topics related to the target
alternative, both to present more information about the tar-
get, and to efficiently estimate the user’s preference for the
determinants covering the target alternative. Therefore, func-
tionality to use the previously described knowledge base to

1Typically, user goal is evaluated by user satisfaction, but it is not trivial
to judge automatically. We assume that user satisfaction has a high relation
with how much the dialogue touches upon preferred topics.

guide the user from the present topic to another topic that the
system desires is central to the success of our system.

We propose a method that provides the system with an
action that can be used to lead the conversation from topic to
topic. The present topic is determined by the user’s action
at the present turn. As the next topic, the system selects a
topic more closely related to the target alternative based on
the estimated user preference as follows:

1. The system builds a weighted graph with nodes rep-
resenting topics, edges representing relations between
topics from the system knowledge base, and edge
weights representing log probabilitieslog(P (ek|A,O))
based on the system knowledge and the estimated user
preferenceP (ek|A,O) described in Section 4.1.

2. The starting pointek1 is set to the current topic and the
ending pointekn is set to the persuasive target. Then,
the system finds the sequenceek1...ekn that maximizes
the sum of the edge weights.

3. The system selectsek2 as the next topic and generates
an action to guide the user to the chosen topic.

Finally, we incorporate this functionality of guiding the
user from topic to topic by using the strategy of the baseline
model, but replacing step 3 with the process described above.

5. EXPERIMENTAL EVALUATION

5.1. Evaluation of the knowledge base

First, in order to experimentally evaluate the effectiveness of
the knowledge-base described in Section 3, we evaluate qual-
ity of the responses generated by each method.

We first select 148 topics from the home page of the “Nara
Institute of Science and Technology, Graduate School of In-
formation Science.” For the web-based knowledge-base, we
used 4 types of queries, (a) “x is used iny,” (b) “x technol-
ogyy,” (c) “research field ofx y,” (d) “x y”2．As the system
utterance, we use the pair with the highest number of hits or
mutual information for any of the 4 queries. However, when
the number of hits is used as a measure, we use (d) only when
search using (a), (b), and (c) all fail to produce any results.

We empirically compare 3 methods using the manually
created knowledge base, 6 methods using Web search, and 1
method that does not use the relationship between terms:

• Manually created knowledge base [Section 3.1]: Three
types of relations in the knowledge-base: parent-child
(Dic1), grandparent-grandchild (Dic2), and common
ancestor (Dic3).

• Web search [Section 3.2]: The web hitC(x, y, rt) and
mutual informationI(x, y, rt) critera are used to select
topic pairs in the top 0-10% (Hit1, MI1), top 10-50%
(Hit2, MI2), and top 50-100% (Hit3, MI3).

• Baseline: All links between the 148 topics (ALL).
2We used “CiNii”, http://ci.nii.ac.jp as a search engine.
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Fig. 5. Naturalness and coverage of topic pairs chosen by
each method.

We randomly sampled 20 utterances from the utterances
generated by each of the 10 methods, and evaluate a total of
200 statements at each subject. As evaluation criteria for each
of the methods for generating topic pairs we use the coverage
of term pairs and naturalness of the generated utterance (1:
unnatural, 2: neutral, 3: natural). The coverage is the ratio of
utterances that each method can generate out of all combina-
tions of topic pairs3. There were a total of 17 evaluators.

We show the result of the evaluation in Fig 5. The exper-
imental results show that the knowledge-base Dic1 achieves
the highest naturalness, but at the cost of low coverage. In
contrast, ALL achieves the highest coverage, but low natural-
ness. HIT1, MI1, MI2 achieve essentially the same natural-
ness as using grandparent-grandchild relations in the knowl-
edge base Dic2. Thus, if we add the knowledge acquired us-
ing mutual information to the manually created knowledge,
total coverage can be increased, while maintaining relatively
high naturalness.

Based on these results, in the experiments in Section 5.3,
we use system knowledge consisting of the knowledge Dic1,
Dic2, Dic3 and the knowledge acquired using MI1, MI2. The
priority of each method is chosen based on naturalness and
success rate of guiding in the present dialogue. If there are
some methods that can be used to guide between a topic pair,
only the one what has the highest score is selected as the
method for the pair.

5.2. Evaluation of dialogue management in a prototype
system

Next, to evaluate the effectiveness of the proposed dialogue
management technique, we first compare systems in a small
task similar to that described in Section 2. We conducted
a subjective evaluation of the baseline model (Baseline) and
a system expanding the baseline model with functionality to
guide users to target topics (+Guiding). In this experiment, as

3Note that the methods based on Web search might not generate all of
topic pairs due to lack of coverage of the search engine.

alternatives, two laboratories (A and B) exist, and the system
attempts to encourage the user to join one of the two labora-
tories. We use 14 research fields as determinants.

The experimental procedure is as follows:

1. We instruct subjects to select two research fields satis-
fying their preference from a list of research fields.

2. We determined the research fields that each laboratory
is working on. In order to cover tasks of varying dif-
ficulty, we assign one of the following conditions for
each subject.
Easy The persuasive target covers two of the chosen

research areas and the other laboratory covers one
of the research fields.

Medium Both laboratories cover both two of the re-
search fields.

Hard The persuasive target covers one of the chosen
research areas and the other laboratory covers two
of the research fields.

3. Subjects start to use the systems without knowledge of
the research fields each laboratory is working on.

4. If subjects request that they want to close the dialogue,
the dialogue is finished. Upon completion of the dia-
logue, we took a questionnaire for each user about sat-
isfaction and naturalness of the dialogue.

In order to reduce the influence of errors in speech recogni-
tion, language understanding, and speech synthesis, we sub-
stitute these modules with a human wizard-of-Oz, with sub-
jects being aware that they were talking to a human. The
number of subjects is 8, with each subject using each of the 2
systems 2 times each. The evaluation criteria are:

Success rateThe percentage of time that the user chose the
laboratory that the system intended.

Satisfaction 5 level score of user satisfaction
(1: Not satisfied，3: Neutral，5: Satisfied)

The results of the evaluation as measured by success rate
and satisfaction are shown in Figure 6. We see increases in
both evaluation measures for +Guiding over Baseline. Based
on an analysis of the experiment data, Baseline could cor-
rectly estimate the preferred determinant in early stages, but
does not make a connection between the research fields that
match user preference to the laboratories, and as a result the
user was not able to select a research field in many cases, re-
sulting in a low success rate and satisfaction. On the other
hand +Guiding could make the connection guiding from pre-
ferred determinant to target laboratory, both increasing the
success rate and satisfaction.

5.3. Evaluation of the systems at large scale domain

We also conducted an evaluation of +Guiding on a larger task．

The system policy was incrementally modified by repeated
manual evaluation and selecting the better system from the
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Fig. 6. Evaluation result. Success rate of persuasion (left),
mean opinion score on satisfaction (right). The error bar rep-
resents 95% confidence interval.

revised system and previous system.P (O|A, ek) was re-
trained using the questionnaire results and dialogue corpus,
andP (ek) andP (ek|e

′

k) are the same as the previous section.
As system knowledge, there are 128 determinants and 22

alternatives. The experimental procedure and evaluation cri-
teria are almost same as the previous section. The first dif-
ference is that the user was chosen to have some knowledge
about the relationship of the research areas and each labo-
ratory. Another difference is persuasive goal selection. In
this experiment, we randomly select the systems persuasive
goal from the laboratories which has direct relationship to the
research fields selected by user in first step of experimental
procedure.

As a result of the evaluation, the system achieved a suc-
cess rate of 55%, and average satisfaction of 2.75. The aver-
age number of alternatives that satisfy at least one determinant
that was selected by the user before starting the dialogue was
3.4. Therefore, if the user selected randomly from these al-
ternatives, the success rate would be 29%. Thus, the system
has been shown to be able to persuade effectively at a larger-
scale task. In contrast, user satisfaction is low, mainly be-
cause the system persuasive target is invariant throughout the
dialogue, and the system continues to guide to the persuasive
target even if the user is not interested in the target alternative
(i.e. persuasion implicitly failed). For further improving user
satisfaction, we must consider methods to determine when the
system and user goals are mutually exclusive, so the system
can give up on persuasion and proceed solely on user interest.

6. CONCLUSION

In this paper, we constructed a dialogue manager for persua-
sive dialogue systems that encourage the user to make a de-
cision that fulfill the system goals. We proposed a method to
guide the user to target topics within a probabilistic frame-
work for modeling the dialogue state. Experimental results
indicate that proposed methods are effective for improving
persuasive power, as well as the user’s satisfaction.

In the future, we plan to optimize the system using actual

data from persuasive dialogues. The current system also has
the restriction that the persuasive target is invariant. For a
more general persuasive dialogue model, we need to consider
changing or abandoning the persuasive target.
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