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Abstract Human communication is naturally colored by emotion, triggered by the
other speakers involved in the interaction. Therefore, to build a natural spoken di-
alogue system, it is essential to consider emotional aspects, which should be done
not only by identifying user emotion, but also by investigating the reason why the
emotion occurred. The ability to do so is especially important in situated dialogue,
where the current situation plays a role in the interaction. In this paper, we pro-
pose a method of automatic recognition of emotion using support vector machine
(SVM) and present further analysis regarding emotion triggers. Experiments were
performed on an emotionally colorful dialogue corpus. The result shows perfor-
mance that surpasses random guessing accuracy.

1 Introduction
Communication between humans is extensively colored and strongly affected by
emotions of the speakers. By nature, humans adjust their responses based on the
actions of their dialogue partner in a certain emotional way – responding sadly if
they’re down, happily if they’re nice, and angrily if they’re rude. This results in
a dynamic and rich communication experience – an aspect yet to be completely
replicated in human-machine dialogue.

Though a number of research efforts have been performed to carry this expe-
rience to human-computer interaction [3, 2, 9], they are still mainly focused in
estimating the emotion from the human’s utterances, but not why these emotions
occurred in the first place. Since emotion plays a two-way role in communication,
knowing the reason behind displayed emotion is crucial in imitating dialogues be-
tween humans. With this information, it would be possible for machines to provide
emotion-triggering responses in real world situation, leading to a form of interaction
closer to the dynamic and rich communication experience between human.

Recently, the study by [7] addressed this issue by predicting and eliciting ad-
dressees emotion in online dialogue. However, the study was limited to written text
form in online human communication using Twitter data. In this paper, we present a
study of emotion and its triggers based on spoken utterances in emotionally colored
human-human dialog. In particular, we perform: (1) automatic emotion recognition
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based on SVM and (2) an analysis of the correlations of emotions and the manner
in which its triggered. The overview of the system is shown in Fig 1.

Fig. 1 System overview.

2 Emotion Definition, Recognition, and Analysis
For centuries, experts have argued on the definition of emotion and proposed sys-
tems to classify or structure emotions. The problem is, emotion is too broad a class
of events be described or assessed as a single structure [10]. Amidst the thorny and
intense debate, in this paper, we adopt the description of emotions using 4 dimen-
sions as proposed in [5]. According to the level of importance, these dimensions are
valence, power, arousal, and expectancy.

Two of these dimensions are then used to simplify the emotions even more into
emotion classes. We define 4 emotion classes from the combinations of positive-
negative of valence and active-passive of arousal, and assign them with common
terms; happiness for positive-active, anger for negative-active, sadness for negative-
passive, and contentment for positive-passive. It needs to be emphasized that this
paper uses these terms as generalization for simplification only. The richness of
each emotion class can be further explored in [5].

The emotion contained in speech can be linked to its speech features character-
istics. These acoustics features are predicted on a frame basis, resulting in hundreds
or even thousands of features for a single utterance. Given the complexity of the do-
main at hand, we employ an SVM using RBF Kernel for learning as it can implicitly
handle high-dimensional feature spaces [8].

On triggers, instead of performing prediction, we attempt to tell the correlation
between the emotion they contain and the emotion they trigger. From the two-way
dialogue in the corpus, we identify the most common affect characteristic of the
triggers of each emotion class. Deeper textual analysis makes use of the triggers’
unigram, arranged according to score as calculated in Equation (1). The score of a
word w for emotion e is the sum of its occurrence in e divided by its total occurrence
in the corpus C.

Score(w,e) = f req(w,e)÷ f req(w,C) (1)

3 Experimental Setup
The experiments are performed on an emotionally colorful dialogue corpus: the SE-
MAINE Database [11]. The SEMAINE Database consists of dialogue between a
user and an operator using Sensitive Artificial Listener (SAL) scenario, where op-
erator shows colorful emotional expressions and manages basic aspects of conver-
sation, such as turn taking and back-channeling, based on their observation towards
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the user’s condition [12]. There are 4 SAL to interact with; Poppy the optimist, Pru-
dence the sensible, Obadiah the depressed, and Spike the angry. All interactions are
then divided into a training set, development set, and test set according to session
mapping in AVEC 2012 [14], though due to missing annotations several sessions
are excluded. This part of the corpus will be used for construction of the emotion
recognition model using LIBSVM [1]. As appropriate emotion labels for the user’s
utterances are provided by the corpus annotation, we use them accordingly. After
segmenting the user’s utterances into words and sentences, we extracted features as
defined in the INTERSPEECH 2009 [13] using openSMILE [4].

For affect dimensions value estimation, we choose word as speech unit to avoid
emotion fluctuation. For emotion estimation and trigger analysis, we choose each
dialogue turn as speech unit to keep the dialogue context. After pre-processing, for
the affect dimensions value estimation, we have 13,628 segments as training data
and 10,014 as testing data, and for emotion prediction we have 947 segments as
training data and 864 as testing data. Features of each segment is described in Tab 1.

Table 1 Details of extracted acoustic features.

LLD (16×2) Functionals (12)

(∆ ) ZCR mean
(∆ ) RMS Energy standard deviation
(∆ ) F0 kurtosis, skewness
(∆ ) HNR extremes: value, relative position, range
(∆ ) MFCC 1-12 linear regression: offset, slope, MSE

Taking advantage of the obvious SAL characteristic in the corpus, after estima-
tion and classification, we take a look at who provokes each emotion class most.
Utterances of the most emotion-provoking character are then used in textual analy-
sis of triggers as mentioned in Sect. 2.

4 Experiment Result
This section presents in detail the results of all the experiments performed. The
explanation is broken down according to two main tasks performed in this research.

4.1 Recognizing Emotion

Emotion recognition in an emotional utterance is done based on its speech features.
We confirm our SVM-based automatic emotion recognition system by comparing
it to the official baseline results of AVEC 2012’s emotion recognition system, and
performing the automatic recognition of the emotion classes after. The result is ex-
plained below.

4.1.1 Recognition of Affective Dimensions
For each dimension, we train a regressor using RBF kernel on the training set and
evaluate it on the test set. The performance of the models is measured in cross-
correlation coefficient between predicted and ground-truth ratings. Tab. 2 shows the
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performance of our system in comparison to the official baseline results of AVEC
2012’s emotion recognition system on word-level sub-challenge (audio only), which
uses Histogram kernel [14].

Table 2 The system performance on the AVEC 2012 test set measured in cross-correlation aver-
aged over all sequences (best performance is boldfaced)

System Valence Arousal Power Expectancy Mean

AVEC 2012 system 0.040 0.014 0.016 0.038 0.027

Proposed system 0.338 0.361 0.088 0.193 0.245

The result presented in Tab. 2 shows significantly better performance (p-value<0.001)
compared to the baseline. For both systems, it appears that the power dimension is
the most difficult to model. The proposed model reached the best correlation for
valence dimension, the dimension claimed to be the most important on [5].

4.1.2 Recognition of Emotion Class
We performed the experiment in three schemes; one-against-one, one-against-all,
and multiclass classification. The first two schemes are done to more thoroughly an-
alyze the distinction between all emotion classes, executed in 5-fold-cross validation
manner using the training set alone. The experimental result is presented below.

Table 3 One-against-one and one-against all speech-based experiment result with 95% confidence
level. For each experiment, the highest accuracy is boldfaced and the lowest is underlined.

Happiness Anger Sadness Contentment

one-against-one Happiness 81.51±4.02% 77.15±3.91% 72.13±3.26%
Anger 77.17±5.55% 86.85±2.95%
Sadness 76.46±3.43%

one-against-all 74.15±2.89% 84.42±2.40% 92.90±1.77% 66.84±3.11%

The one-against-one experiment result in Tab. 3 shows that some pairs of emo-
tions are more difficult to distinguish than the rest. The system showed the best per-
formance for contentment-anger, two classes of emotion with contrasting valence
and arousal. On the one-against-all experiment, it was shown that contentment is
the most difficult emotion to distinguish, followed by happiness, both of which are
associated with a high valence value.

When all classes are considered for the classification task, system achieves a
performance of 52.08±3.30%, surpasses the 25% accuracy of random guessing.
This lower accuracy compared to the first two schemes is suspected to be due to the
confusing pairs of emotion mentioned previously, affecting the overall classification
accuracy. Human recognition scores 69% on the same test set.

4.2 Analyzing Emotion Triggers

As each operator in the corpus has obvious characteristics, we correlate triggered
emotions with each operator. Shown in Fig. 2, natural correlations are formed be-
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Fig. 2 Correlation of triggered emotion with operators. (highest percentage is boldfaced).

tween emotion and the operators – Happiness is most triggered by Poppy the opti-
mist, anger by Spike the angry, and sadness by Obadiah the depressed. The figure
also shows that contentment, or positive-passive emotion, is the most difficult to
trigger, indicated by relatively even distribution of operator triggers, unlike the other
three emotions that are dominated by a specific operator.

Table 4 Frequent trigger words.

Emotion Trigger words

Happiness christmas, beaches, (laugh), family, great
Anger idiots, foolish, rage, glad, annoy
Sadness days, miss, stressful, dog, worst
Contentment rude, ought, never, try, actually

Further textual analysis gives us high-scoring trigger words presented in Tab. 4.
Closer observation on the words points that the trigger words for contentment
doesn’t show any prominent characteristics, unlike those of happiness, sadness, and
anger. This adds to the evidence that positive-passive emotions are trickier to trig-
ger, while for the other three emotion classes, triggers can simply be in the identical
emotion and use words related to the emotion. Tab. 5 presents dialogue example
from the corpus.

Table 5 Emotion-triggering dialogues.

Spike People can be very rude
User Unfortunately so (contentment)

Obadiah Oh that sounds nice. Sounds like you’re having a good day
User Well yeah it’s going well so far, I still have things to do in the afternoon, but

(contentment)

Spike What’s your response to those idiots?
User Again like I said I’m never very good at telling people that they’ve annoyed

me, so most of the time I said nothing (anger)

5 Conclusion and Discussion
We present a study of emotion and its triggers in human spoken dialogue–a construc-
tion of SVM based emotion recognition model and an analysis of the correlations
of emotions and the manner in which it’s triggered. In recognizing emotion, we
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paid close attention to the characteristics of emotions and observed how it affect the
recognition process. Upon trigger analysis, we drew connection between emotions
and their most common cause.

As well as the emotion itself, this paper tries to draw attention to another aspect
of emotion–the trigger. This aspect will play an important role in real-time systems
that wants to further engage in user’s emotional state, such as sensitive dialogue
systems, creating dynamic two-way emotional interaction between the system and
the user. These findings open the possibility of dialogue system that can cheer user
up or calm them down, among other emotion-diverting acts, through incorporation
of words and speech characteristic that triggers a certain emotion most in a response.

The overall performance of the system is widely open for improvements. More
data from various sources can be used for training and development of the regressor
and classifiers as well as experiments with kernels and SVM parameters. Further
study on triggers should involve more advanced analysis using N-grams with longer
context, more thoughtful scoring, as well as visual cues.
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