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Abstract

Most automatic speech recognition systems existing today are
still limited to recognizing what is being said, without being
concerned with how it is being said. On the other hand, research
on emotion recognition from speech has recently gained con-
siderable interest, but how those emotions could be expressed
in text-based communication has not been widely investigated.
Our long-term goal is to construct expressive speech-to-text
systems that conveys all information from acoustic speech, in-
cluding verbal message, emotional state, speaker condition, and
background noise, into unified text-based communication. In
this preliminary study, we start with developing a system that
can convey emotional speech into text-based communication
by way of text balloons. As there exist many possible ways to
generate the text balloons, we propose to utilize linguistic and
acoustic features based on comic books and anime films. Ex-
perimental results reveal that expressive text is more preferable
than static text, and the system is able to estimate the shape of
text balloons with 87.01% accuracy.

Index Terms: data-driven approaches, expressive text genera-
tion, linguistic and acoustic features

1. Introduction

Closed captioning is the process of conveying spoken utterances
by text on a television, video screen, or other visual display to
provide additional or interpretive information. It is mostly cre-
ated for hard of hearing individuals to assist in comprehension
[1]. Recently, the demand for broadcast closed captioning ser-
vices has greatly increased. However, due to the quantity of the
demand and the cost of the process, manual closed captioning is
no longer feasible. Broadcast companies are seeking for more
efficient closed captioning alternatives.

As technology of automatic speech recognition (ASR) has
progressed from simple machines that respond to a small set of
sounds to more sophisticated systems that respond to real spo-
ken language, the ability of speech recognition to assist closed
captioning for TV programs has been increasing. To date, for
several years, the British Broadcasting Corporation (BBC) and
Japan Broadcasting Corporation (NHK) have been using ASR
technology for closed captioning, which significantly reduces
the time taken for a manual close captioning to complete a pro-
gram [2, 3, 4]. Unfortunately, most ASR systems existing today
are still limited to recognizing what is being said without being
concerned with how it is being said. Thus, expression of emo-
tions, which play an important role during communication, is
not generally achieved by these systems.

On the other hand, research on emotion recognition from
speech has recently gained considerable interest in the fields of
human-machine communication and multimedia retrieval [5].
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Numerous official challenges on emotion recognition [5, 6, 7, 8]
have been conducted in the last decade trying to improve fea-
tures and classifiers. Furthermore, approaches of emotional
speech classification in anime films that involve characteristic
sounds and prosody based on speaking styles and emotional ex-
pressions have also been proposed [9]. However, these stud-
ies only aim to recognize/classify the type of emotions that lies
within the speech. How those emotions could be expressed in
text-based communication has not been widely investigated.

Our long-term goal is to construct expressive speech-to-
text systems as illustrated in Fig.1 which convey all informa-
tion from acoustic speech, including verbal message, emotional
state, speaker condition, and background noise, into unified
text-based communication. In this preliminary study, we start
with developing a system that can convey emotional speech into
text-based communication by way of text balloons. As there ex-
ist many possible ways to generate the text balloons, we propose
to utilize linguistic and acoustic features based on comic books
and anime films. The main reason we take this approach is be-
cause: (1) These genres are widely known (2) It is possible to
construct data-driven generation systems trained from speech-
text data of comic books and anime films.

Verbal message Verbal message
:’ [ Text balloons |
/ (Speaker (gender, age) | ' |_Font(colour, size)

" __{Background pattern
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Speech signals

ExpreSsive Text

Figure 1: Overview of an expressive speech-to-text system.

2. Related Work

The inability to convey emotional speech into text-based com-
munication greatly limits the effectiveness of communication
from a social perspective [10]. Numerous attempts have been
made to address the issue. Emoticons are one way to express
one’s emotional state in text-based messaging systems. Several
studies [11, 12] have investigated the effects of using emoticons,
and showed that emoticons are effective for remote emotional
communication. However, emoticons only express emotion in
a static manner, while various tones of voice and intensities of
emotion cannot be depicted.

Kinetic typography is an alternative solution that expresses
emotion in text-based communication with variations in color,
size, or position over time [13, 14, 15]. However, this approach
has met with limited success in practice, largely due to com-
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plexity and difficulties in interaction. A study by Kalra et al.
attempted to address these issues by developing “TextTone,”
which can semantically indicate tones within a simple interme-
diate plain-text format [16].

These methods of expressing emotion in text are mainly de-
veloped for text-based messaging systems with a limited num-
ber of pre-defined symbols. Comics, on the other hand, use a
diverse variety of expressions created with their own visual lan-
guage or iconography to convey character’s emotion within the
stories. Thus, the expressive symbols have more variety and are
direct related to speech-based communication. The most basic
element of expression in a comic is text balloons (also known
as speech bubbles, dialogue balloons, or word balloons), which
express various types of speeches and thoughts. Many comic
stories have been adopted into anime films, and many comics
have came popular worldwide.

There has been much research on the visual aspect of
comics. However, most of these works focus on either balloon
detection [17], balloon extraction [18, 19], and component re-
trieval [20]. None of them have been on text balloon generation.
In this preliminary study, we attempt to utilize both comics and
anime films for text balloon generation in order to improve ex-
pressiveness speech-to-text systems.

3. Overview of Text Balloons Generation

Figure 2 shows an overview of our system architecture. The
system includes two components:

e automatic speech recognition that recognizes the verbal
message given a speech utterance, and

e automatic generation of text balloons that deliver non-
verbal communication based on linguistic and acoustic
features.

The system then combines the output from both components
resulting in the verbal message with text balloons. Note that, as
the current focus here is to automatically generate text balloons,
the speech recognition component will not be discussed further
in this paper.

Verbal Message

2oy~ —3| “Please listen to me”

N\

Please
listen to me

Speech signals
(1) ASR

Text balloons
—

(2) Text Balloons
Generation

Figure 2: Overall system architecture with two components: (1)
automatic speech recognition, and (2) automatic generation of
text balloons

4. Comics-Anime Corpus Construction

To enable the system to generate text balloons, we compiled a
corpus based on acoustic speech data from anime films and the
corresponding transcription including text balloons from comic
books. First, we investigate several of the world’s most well-
known Japanese comics, such as “Dragon ball,” “Doraemon,”
and “One Piece,” chosen considering the following factors:
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e the amount of comics-anime data that can be utilized,
e the variants of text balloons within the comic books, and
e the acoustic conditions within the anime films.

Based on our analysis, we found most utterances in ‘“Dorae-
mon” were covered only by round text balloons, and the acous-
tics of speech in “Dragon ball” was too noisy. Thus, in this
work, we utilize anime films and comic books of “One Piece.”
Furthermore, we propose to use two types of text balloon, cir-
cular and jagged, as the system’s target classes, because 98%
of the “One Piece” comic-anime scenes are occupied by either
circular (72.98%) and jagged (27.02%) balloons.
The overall collection is done with following procedure:

e We collected anime films and the corresponding comic
books of “One Piece.”

e We segmented the acoustic speech of the anime and ex-
tracted only the acoustic speech that contains conversa-
tion and the target text balloons.

e For all anime speech segments, we manually annotated
these speech with corresponding transcriptions from
comic books.

In total, there are 2,025 utterances, where 1,478 utterances were
annotated with circular balloons, and 547 utterances were anno-
tated with jagged balloons. An example of a jagged balloon is
illustrated in Figure 3.

Figure 3: Example of a jagged balloon.

5. Features and Classification of
Expressive Texts

Now that we have training data consisting of input speech wave-
forms, and correct labels corresponding to the actual shape of
the text balloon, we can proceed to build a classifier to automat-
ically estimate the text balloons from speech. We use a feature
set consisting of linguistic and acoustic features. As the linguis-
tic features, we use unigrams, bigrams, or trigrams. Various
acoustic feature sets are also investigated, including:

e an acoustic feature configuration based on the INTER-
SPEECH 2009 Emotion Challenge [21] as shown in Ta-
ble 1 (denoted as “IS09”). It consists of 16 low-level
descriptors with their first order regression coefficients
and 12 functionals, resulting in a total of 384 features;

e an acoustic feature configuration based on the INTER-
SPEECH 2010 Paralinguistic Challenge [6] as shown in
Table 2 (denoted as “IS10”). It consists of 38 low-level



descriptors with their first order regression coefficients
and 21 functionals, resulting in a total of 1582 features;
and

e an additional larger feature set provided by openSMILE
in 2010 [22] as shown in Table 3 (denoted as “IS10+”). It
consists of 56 low-level descriptors with their first order
regression coefficients and 39 functionals, resulting in a
total of 6552 features.

More details of description of these features can be found in
[5, 6, 22].

Table 1: Feature set of Emotion Challenge 2009 (denoted as
“IS09”).

[ LLD (16 - 2) [ Functionals (12) ‘
ZCR Mean
RMS energy | Standard deviation
FO Kurtosis, Skewness
HNR Extremes: Value, Rel. position, Range
MFCC 1-12 | Linear regression: Offset, Slope, MSE

Table 2: Feature set of Paralinguistic Challenge 2010 (denoted
as “IS10”).

| LLD (38 -2) [ Functionals (20) ‘
PCM loudness Position max/min
MEFCC 0-14 Arith. mean, Std. deviation
Log Mel freq band 0-7 Skewness, Kurtosis
LSP Frequency Lin. regression coeff. 1/2
FO Lin. regression error Q/A
FO envelope Quartile 1/2/3
Voicing prob. Quartile range 2-1/3-2/3-1
Jitter local Percentile 1/99
Jitter consec. frame pairs | Percentile range 99-1
Shimmer local Up-level time 75/90

Table 3: Large feature set provided in OpenSMILE (denoted as
“IS10+7).

[ LLD (56 - 2) | Functionals (39) |
Log energy Var, Std. dev., Kurtosis, Skewness
MFCC 1-12 Extremes: Value, Range, Pos max/min
MELSPEC 0-25 Extremes: Mean dist. max/min
ZCR Lin. regression centroid, coeft. 1/2
FO Lin. regression error Q/A
FO envelope Lin. quad. regression coeff. 1/2/3
Voicing prob. Lin. quad. regression error Q/A

Spectral bands 0-4
Spectral roll-off 0-3
Spectral flux
Spectral centroid
Spectral max
Spectral min

Crossing (ZCR), Quartile, Iqr
Percentile 0.95/0.98, interp

peaks: Num, Overlap, Mean dist
Peak mean, Peak mean dist

Mean arith/abs/quad

Non-zero: Num, Mean abs/quad/geo

6. Experimental Set-Up

Experiments on automatic generation of text balloons were
done based on the constructed “One Piece” comic-anime corpus
described in Section 4. Here, from the total of 2,025 utterances,
we perform 4-fold cross validation with 1,519 utterances as a
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training set, using the remainder of the corpus as a test set.

Linguistic features were extracted using morphological
analysis conducted by MeCab [23, 24], while acoustic features
were extracted using the openSMILE toolkit! [22]. Here, we
used Support Vector Machines (SVM) based on LIBSVM [25]
as the machine learning technique for classifying two types of
text balloons (circular or jagged) given a speech utterance.

The experiments were conducted in order to (1) evaluate
the performance of automatic generation of text balloons, (2)
analyze the usefulness of text balloons for expressive speech-
to-text generation, and (3) analyze the relationship with emotion
classification. Detailed results and discussions are described in
next section.

7. Results and Discussion
7.1. Evaluation of Expressive Text Generation

First, we performed an evaluation of SVM-based automatic
generation of text balloons using linguistic and acoustic fea-
tures. As described in Section 4, the chance rate is 72.98%.
Table 4 shows the classification results. Using only linguis-
tic features, the best performance was achieved by the bigram
model with 82.34% accuracy. Using only acoustic features, the
best performance was achieved by IS10+ features with 86.35%
accuracy. By the use of both feature sets, we were able to clas-
sify circular and jagged balloons with 87.01% accuracy. The
results reveal that the classifier with combination features per-
forms better than the classifier with only linguistic or acoustic
features. Among these acoustic features, MFCC, energy and
loudness are the top three significant features that distinguish
utterances into circular and jagged text balloons.
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Figure 4: Accuracy of classification of text balloons

As a comparison, we also performed classification based on
subjective judgement. Here, five subjects who know comics and
anime well participated in the experiments. Given a speech ut-
terance, they were requested to select the appropriate shape of
the text balloons. The results of those five people are shown in
Table 4. The best one achieved 88.26% accuracy, and the aver-
age score was 86.75% accuracy. The average was also included
in the Fig. 4. As can be seen, our system performs better than
the average of human annotators (p < 0.05).

Ihttp://opensmile.sourceforge.net/



Table 4: Result of human annotators.
| subject [ rate of classification (%) ‘

No.1 88.26
No.2 88.22
No.3 86.13
No.4 86.01
No.5 85.13
| average [ 86.75

7.2. Usefulness of Text Balloons

Next, we perform a subject evaluation to investigate the use-
fulness of text balloons. Seven subjects participated in the ex-
periments. For every video segments of anime, we subtitled
with: (1) circular balloons, (2) jagged balloons, and (3) static
text. Then, subjects were requested to answer (“yes” or “no”)
whether or not they feel an emotion appropriate for the scene
while watching those film segments of anime. The experiments
were done both when the annotator could hear the actual speech,
and when the sound was muted.

Table 5: Comparison of static text and text balloons with
speech.

Correct Label
circular | jagged
Representation | circular 83% 20%
in the jagged 14% 84%
video segments text 35% 42%

Table 6: Comparison of static text and text balloons without
speech.

Correct Label
circular | jagged
Representation | circular 85% 24%
in the jagged 21% 78%
video segments text 37% 40%

Experimental results are shown in Table 5 (with sound) and
Table 6 (without sound). “Correct Label” represents the ac-
tual shape of the text balloon that appeared in the comic, while
“Representation in the video segments” represents the variety
used in the video segments of anime. The percentage expresses
the rate with which subjects replied “yes.” The results indicate
that when subtitling using the correct label, the subjects could
feel emotion at a higher rate. It also shows that subtitling with
text balloons are better than static text. Moreover, investigating
the condition with and without sounds, the results with appro-
priate text balloons are still high. This reveals that text balloons
are useful to express the emotion regardless of whether sound
can be heard.

7.3. Relationship with Emeotion Classification

Finally, we investigated the relationship between text balloon
classification and emotion classification. Here, we used 5
types of emotions, including “Anger,” “Sadness,” “Happiness,”
“Fear” and no emotions. We then selected utterances that con-
tain these emotions resulting 514 utterances in total. The distri-
bution of emotions within those utterances is shown in Table 7.
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Table 7: Distribution of emotions in the data.

[ Emotion | # Utterances |
No emotion 351
Angry 85
Sad 44
Happy 12
Fear 24

Table 8: Distribution of text balloons within each emotion.

| Emotion [ Circular [ Jaggy ‘
No emotion 323 28
Angry 28 57
Sad 29 15
Happy 10 2
Fear 9 13

For all utterances within each emotion, we determined the
correct label of the text balloons. The results of the text balloon
distribution within each emotion is shown in Table 8. It reveals
that one type of text balloon does not always represent one type
of emotion. The reason for this is that in each emotion, there is
always a possibility to express with either circular balloons or
jagged balloons. For example, in the case of “Anger,” the distri-
bution rate of balloons is 35:65 for circular:jagged, respectively.
Looking in more detail, we found that circular balloons express
cold anger, while jagged balloons express hot anger. A related
study on hot-anger versus cold-anger can also be found in [26].

Adopting the definition of emotion proposed in [27], there
are four main dimensions that construct an emotion, including
valence, power, arousal, and expectancy. Our results indicate
that text balloon is a way to express the degree of arousal within
each emotion. Thus, when the degree of arousal is low, the
speech is express with circular balloons, while when the degree
of arousal is high, the speech is express with jagged balloons.

8. Conclusion

In this study, we investigated the use of a comic-anime corpus
to automatically generate text balloons based on linguistic and
acoustic features. In addition, we also performed an analysis of
the proposed system on its usefulness as well as its relation with
emotion classification. The results reveal that an SVM classi-
fier with combination features performs better than the classi-
fier with linguistic or acoustic features only, and can automati-
cally generate text balloons with 87.01% accuracy, slightly bet-
ter than human annotators. It also shows that subtitling with
text balloons is better than that with static text. Moreover, in-
vestigating conditions with and without sound, the results with
appropriate text balloons is still high. This reveals that text bal-
loons are useful even with or without sounds. Overall, text bal-
loons are a way to express the degree of arousal in emotion. In
the future, we will investigate other factors in order to improve
expressive modality within a speech-to-text system.
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