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ABSTRACT

Previous works have used parallel corpora and alignment
techniques from phrase-based statistical machine translation
to extract and generate paraphrases. In Japanese, paraphrases
for a number of paraphrase categories or domains have been
extracted by this method. However, most of these resources
focus on a particular phenomenon in Japanese, and there are
still no Japanese paraphrase resources that cover all varieties
of phrases from several domains, and are freely available.
In addition, because Japanese and English vary in grammar
and word ordering, we perform syntax-based preprocessing
to reduce this mismatch and extract paraphrases similar in
quality to those extracted using more similar language pairs.
The data used in creating the Japanese paraphrases is either in
the public domain, or available under the Creative Commons
license, and spans a variety of genres for wide coverage.

Index Terms— Paraphrasing, Free Data, General-Domain

1. INTRODUCTION

Paraphrases are alternative ways of conveying the same mean-
ing, and are useful in a number of NLP applications such as
machine translation and question answering [1, 2]. In this
paper, we concern ourselves with building paraphrase re-
sources for Japanese. In Japanese, methods and resources
have been proposed for paraphrasing for a number of cat-
egories of paraphrases or domains [3, 4, 5, 6]. However,
most of these resources focus on a particular phenomenon
in Japanese, and there are still no broad-coverage and freely
available resources.

In previous research on paraphrasing, methods that use
bilingual corpora have proven successful [7, 8]. In these
methods, paraphrases for one language (e.g., English) are
acquired by treating another language (e.g., French) as an
intermediate meaning representation, as described more com-
pletely in Section 3. In this paper, we describe a paraphrasing
resource that we constructed for Japanese using a similar
method, with Japanese as our target language and English
serving as the intermediate meaning representation. In con-
trast, most previous work has focused on using bilingual
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Fig. 1. Example of alignment for a language pair with similar
word order and grammar (e.g., English-French).
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Fig. 2. Example of an alignment in English-Japanese.

corpora for language pairs such as English-French, English-
Spanish and other Germanic and Romance languages in
which the word order and grammar are similar, as shown in
the example in Figure 1.

In contrast, there is a large divergence in both the word
order, and the grammatical structure between Japanese and
English, as shown in Figure 2. We describe in Section 4 how
we use a syntactic preprocessing method, Head Finalization
[9], to help compensate for this difference.

As a target for this method, we collect Japanese-English
bilingual data that is either in the public domain, or available
under the Creative Commons license, as described in Section
5 and use it to create a broad-coverage and freely available
Japanese paraphrase database.1 Finally, we perform an anal-
ysis of the database in Section 6, and find that it achieves
a standard of accuracy similar to that of previously reported
paraphrasing resources.

2. EXTRACTING PARAPHRASES

We extract paraphrases using Bannard and Callison-Burch’s
bilingual pivoting method [7]. This method is a general-

1http://ahclab.naist.jp/resource/jppdb/
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Fig. 3. Phrase-based paraphrases are extracted via bilingual
pivoting.

purpose paraphrase extraction method, with the intuition that
two English stringse1 ande2 that translate to the same foreign
stringf can often be assumed to have the same meaning.

In this work, instead of English, we extract paraphrases
for Japanese, over Japanese-English bilingual parallel cor-
pora. In Japanese-English, we can thus pivot overe and ex-
tract⟨j1, j2⟩ as a pair of paraphrases, as illustrated in Figure 3.
We estimate the conditional paraphrase probabilityP (j2|j1)
by marginalizing over all shared English translationse:

P (j2|j1) =
∑
e

P (j2|e)P (e|j1) (1)

To calculate these pivoted pairs and probabilities, we need
to calculate the conditional probabilitiesP (j2|e) andP (e|j1).
This is done by first extracting phrase pairs from a Japanese-
English corpus according to the standard phrase extraction
algorithm of phrase-based statistical machine translation [10].
For example, translation probabilityP (e|j) is calculated ac-
cording to maximum likelihood estimation based on the
counts of each phrase pairc(e, j) and its constituent phrases:

P (e|j) = c(e, j)∑
e c(e, j)

(2)

This method has been shown to accurately extract a di-
verse set of paraphrases in past research[7].

3. SYNTACTIC PREPROCESSING

In order to use the previously described method, it is nec-
essary to acquire phrase alignments in parallel corpus as
pivots between English phrases. In general, these automatic
alignments are produced in an unsupervised manner with the
GIZA++ toolkit [11]. However, for languages with greatly
different syntax and word order, standard alignment with
GIZA++ has worse performance in comparison to languages
with more similar syntax and word order.

In this paper, we help ameliorate this problem using re-
cent syntactic preprocessing approaches to statistical machine
translation. Specifically, we use the Head Finalization (HF;
[9]) syntactic preprocessing method to change the English
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Fig. 4. Example of alignment in standard English-Japanese.
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Fig. 5. Example of alignment in head-finalized English-
Japanese.

sentence to a syntactic structure similar to Japanese before
running alignment and phrase extraction.

In English-Japanese translation, one of the most serious
problems is the difference of grammar and word ordering be-
tween the two languages. Isozaki et al. proposed the HF pre-
processing method, which helps reduce this syntactic diver-
gence and increase the accuracy of statistical machine trans-
lation results [9].

The main element of the method lies in reordering En-
glish into a similar order to Japanese. This is done by using
a syntactic parser to parse the English sentence, then moving
the head of all phrases to the end of the phrase, transforming
English into head-final order, similar to Japanese. In addition,
the HF algorithm considers the fact that Japanese contains ex-
plicit case markers after the subject and object which are not
present in English, and inserts pseudo-words that correspond
to these particles into the head-finalized English. As these
will be aligned into Japanese particles, it can be expected that
performing this processing will also improve the accuracy of
acquiring paraphrases for these particles. We show examples
of alignment in standard English-Japanese and head-finalized
English-Japanese in Figure 4 and 5.

4. PPDB : JAPANESE

Based on this data, we extracted Japanese paraphrases ac-
cording to the proposed method.We extract alignments from
a 1.9M sentence Japanese-English parallel corpus, the details
of which are shown in Tables 1 and 2. For alignment, we use
GIZA++, with the English side being pre-processed with HF
as mentioned in the previous section. For tokenization, we
use the Stanford Parser2 [17] for English and KyTea3 [18] for
Japanese.

2http://nlp.stanford.edu/software/lex-parser.
shtml

3http://www.phontron.com/kytea/
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Table 1. The details of corpus
Sentences Words (en) Words (ja) Licenses

Tanaka [12] 150k 1.4M 2.1M Public Domain
AOZORA [13] 108k 1.6M 2.5M Public Domain
Common Crawl [14] 821k 13.8M 22.0M Public Domain
WWWJDIC [15] 373k 866k 373k CC BY-SA 3.04

Kyoto Wiki [16] 440k 11.5M 11.8M CC BY-SA 3.04

Total 1.9M 29.2M 38.3M CC BY-SA 3.04

Table 3. Examples of paraphrases with their rough English gloss
Seed Paraphrases
メンバー メンバ,一族,一員,員,会員,加盟,会員の
member member, family, a member (of), member, membership, member (join), member’s
魏志倭人伝に 魏志倭人伝の記述に,魏志倭人に,魏志倭人伝には
in the Gishi-wajin-den According to a description in the Gishi-wajin-den, in the Gishi-wajin, in Gishi-wajin-den
論争 の論争,争議,紛争,争い,討論,議論
argue ’s dispute, dispute, conflict, controversy, discussion, argue
突如 とつぜん,急に,不意に,突然
suddenly all of a sudden, hastily, abruptly, sudden
で により,によって,による,に,の
by because of, depending on, according to, to, ’s

Table 2. The details of the phrase table
Phrases 67.1M

Alignment GIZA++ [11]
Tokenization (en) Stanford Parser [17]
Tokenization (ja) Kytea [18]

Max phrase length 7 words

In paraphrasing, we chose paraphrases where the condi-
tional probability of the target is less than 1% to reduce the
number of extracted paraphrases with low probability. The
total number of extracted Japanese paraphrases were 10.5M
pairs. We analyze and evaluate the paraphrases, the detailed
results of which are below.

4.1. Analysis

In the analysis, we evaluated mean phrase length of para-
phrases, number of paraphrases provided for single words (as
opposed to phrases), number of paraphrases of particles, and
a histogram of the phrase lengths of paraphrases.

The mean phrase length of paraphrases is 3.42 words. The
number of paraphrases provided for words is 60.8k, and the
number of paraphrases for phrases of length two or more is
986k. We were able to acquire 134 paraphrases of Japanese
particles in this method. We show examples of the acquired
paraphrases in Table 3.

We show a histogram of every phrase length of para-
phrases in Figure 6.
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Fig. 6. Histogram of every phrase length in the acquired para-
phrases.

4.2. Evaluation

We evaluate the paraphrases under the same conditions as
previous work [7], with the details as follows. We substituted
candidate paraphrases into 24 sentences which contained
the original phrase, creating a total of 85 unique sentences
through substitution. We had 3 native Japanese speakers pro-
duce judgments as to whether the new sentences preserved
the meaning of the original phrase and as to whether they
remained grammatical. Paraphrases that were judged to pre-
serve both meaning and grammaticality were considered to be
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Table 4. Evaluation of the acquired paraphrases
Correct rate [%]

Meaning 84.7
Grammar 55.3

Both 45.8

correct, and examples which failed on either judgment were
considered to be incorrect. We show results of the judgement
in Table 4.

The accuracy of paraphrases is 45.8%, almost same with
previous work [7]. The inter-annotator agreement for these
judgements was measured atκ = 0.60 [19], which is conven-
tionally interpreted as “moderate” agreement [20].

Ignoring the constraint that the new sentences remain
grammatically correct, these paraphrases were judged to have
the correct meaning 84.7% of the time. This indicates that the
paraphrases are semantically correct, but may vary in their
syntactic categories or contexts. These tendencies are similar
to Bannard and Callison-Burch [7].

5. RELATED WORKS

With regards to related resources for paraphrasing created us-
ing bilingual data, there are English paraphrase data extracted
by the same method [8]. In their work, they use English-
French, English-Spanish and other European language bilin-
gual parallel corpora. Finally, 16.7M paraphrases were ex-
tracted from 1G sentences of parallel data. Fujita et al. [21]
also extract 28M Japanese paraphrases from 3.2M sentence
pairs of Japanese-English patent translation data, although
these paraphrases are limited to the patent domain and not
publicly available as a resource.

Considering work on Japanese paraphrasing not limited
to those extracted from parallel data, there is Japanese hon-
orifics paraphrase data [3], action word paraphrases [4] and
others. The Japanese honorifics paraphrase data offers 130k
paraphrases gathered from 50k sentences of monolingual data
covering honorifics. In the action word paraphrase data, 1.1k
paraphrases covering action words such as verbs are included.

In these related works, various types of paraphrases are
suggested, but there are few resources freely available. In ad-
dition, there are many paraphrase resources that have some
kind of theme, but there are few large-scale and general para-
phrase resources. In comparison, our paraphrase data is large,
general, and freely available.

6. CONCLUSION

In the end, we were able to acquire 1.2M paraphrases from
1.9M sentences of our bilingual parallel corpus. Our para-

4CC BY-SA 3.0 : Creative Commons Attribution-ShareAlike 3.0 Un-
ported License

phrase data is larger than some previous works that created
Japanese paraphrases [3, 4]. And our proposed method was
able to acquire paraphrase data that is large, covers several
domains, and is high quality. We hope that our paraphrase
data will be able to contribute to future studies that require
paraphrases in the Japanese language.
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