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Machine Translation

« Automatically translate between languages

Source Target
Srn Taro
j‘gg%b\c‘fr% > visited
AR e Hanako.

« Real products/services being created!

Google translate °%, NAIST Travel

= Conversation

S Translation System
(@AHC Lab)

C

Yy

exXcite

?
Y NAI Sﬁ
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How does machine translation work?

Today | will give a lecture on machine translation .
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How does machine translation work?

* Divide sentence into translatable patterns, reorder,
combine

Today | will give a lecture on machine translation .

Today | will give a lecture on machine translation :
SHIEZ, ZETLET OF: T ENER :
Today machine translation a lecture on | will give :
SHIE, AW ENER DEE ZITLVET

SAIL. BHEROBBETET,
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Problem

* There are millions of possible translations!

'fb% 75\ j(ﬁlg L\- 2:’.37_\_
Hanako met Taro

Hanako met to Taro
Hanako ran in to Taro
Taro met Hanako

The Hanako met the Taro

e How do we tell which Is better?
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Statistical Machine Translation

 Translation model:
P“4H" |“today”) = high PE“&H IE. " |‘today”) = medium
P“BER" |“today”) = low

* Reordering Model:

B N gR35 B = B3 B N gR3
(v v )=high P( . —. )=high P( _, —, )=low
chicken eats eats chicken eats chicken

e Language Model:

P( “Taro met Hanako” )=high P( “the Taro met the Hanako” )=high

6
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Creating a Machine Translation System

» Learn patterns from documents

Documents Models

Translation Model

ANBRD e F=aafE Ui,

Taro visited Hanako.

EFIcTLEY FEELR,
He gave Hanako a present.

United Nations Text
(English/French/Chinese/Arabic ...)

Yomiuri Shimbun, Wikipedia Text 7
(Japanese/English)
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How Do we Learn Patterns?

* For example, we go to an Italian restaurant w/
Japanese menu

F—AL—-R
Mousse di formaggi

SVT7TvL AEOF—XV—X
Tagliatelle al 4 formaggi

AHDOHERA

Pesce del giorno

HEDOYT—BRETU -V E-RARA
Filetto di pesce su “Risi e Bisi”

RILFr&F—X
Dolce e Formaggi

* Try to find the patterns! 8
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How Do we Learn Patterns?

* For example, we go to an Italian restaurant w/
Japanese menu

F=ZX -2
Mousse di formaggi

SU7TFyL 4FEOF—ZYV—-R
Tagliatelle al 4 formaggi

AEDHRA

Pesce del giorno

BHEOYT—BKETIV-VE-RARA
Filetto di pesce su “Risi e Bisi”

RILFz&EF—X
Dolce e Formagai

* Try to find the patterns! 9
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Steps in Training a
Phrase-based SMT System
Collecting Data

Tokenization

Language Modeling

Alignment
* Phrase Extraction/Scoring
» Reordering Models

* Decoding

Evaluation

Tuning
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Collecting Data

* Sentence parallel data

« Used in: Translation model/Reordering model

ZhIgRVTY, This is a pen.
RER IIAEEEBATC, | ate with my friend yesterday.
RIFTEHLEL), Elephants' trunks are long.

* Monolingual data (in the target language)

 Used in: Language model

This is a pen.
| ate with my friend yesterday.
Elephants' trunks are long.
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Good Data Is

* Big! - > o4t
S 0.51BP/X2, ., oot
= w7 40.15BP/x2
= 042 . ¥ -
&) o +0.39BP/x2
O +0.56BP/x2.
< oal e |
g | “4£0.70BP/x2
-; ]

O 0.38 [+0.62BP/x2 :
g F target KN —+—
S +ldcnews KN ----x---

E 0.36 —/ - +webnews KN -« .

— S target SB @

- +0.66BP/x2 +ldcnews SB =~

034 | +webnews SB --o-- |
1 1 | 1 I | 1 I | 1 +|WQIII} SuB ""I-‘“IHI-

10 100 1000 10000 100000 Te+06

LM Data Size (Million Words) [Brants 2007]
e Clean

 |n the same domain as test data
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Collecting Data

* High quality parallel data from:

« Government organizations
 Newspapers
e Patents

* Crawl the web

 Merge several data sources
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Finding Data on the Web

Find bilingual pages [Resnik 03]

ﬁ EI J p d=L —a=3 FEZF A=y I8 B TR ENG

FE-A HE £ B\R 374
(v A=A iZE

[PR] {fHF B A SICAR 24010 B 15 Ao i | LUAEE /i T

Q|0 [wy1—k|{23| BETTH 15 Fzvy| B REEAR W XY

- Eahits [FER I OEHEEREX
EQFMN 20125058058 0283040

EHEISH TRV ELRDIC. BEbEAs s HREL TELNBIENZ L, IR HA
BT TWAEWTERHE. BR4ADEHBIAEZEEIEFEEHE | i S BBIANESHE]
B IASEELNASELEFRICRE DI LI AOREREFOLIALS,

EHLITREESELNIOERGEE(HREFRORAB)ELIDPLIIZLIFEREL,
[BEX I GREFBLAETE oL FHEESHCOTVWANETVOLESID . #HiT4t:

Che Mainichi

[PR] 4 0 &AS@TLEAEE | RIF A ASIcassmaizicl mida 7L

T+ 0| ys=bc0| HETTH Frus ™ DEEER XPHAZ o R X

Editorial: Aging society does not necessarily spell doom

Longevity is something to be celebrated, but when it comes to the aging of Japanese society, it is
often discussed in a pessimistic tone.

One reason for this is the continuing decline in people of working age. Learning that our society
is shifting from one in which four working people financially support one senior citizen, to
another in which each working person must support one senior citizen - a so-called "piggyback"
setup -- would make anyone anxious. And indeed, that is exactly what is happening.

b 10U PO U N S R 7 (S UM AN S [ | RN VO fNS N [N Y R [ U o RS T

[Image: Mainichi Shimbun]
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Finding Data on the Web

Finding bilingual pages [Resnik 03]
Sentence alignment [Moore 02]

j L —;\ J-z AEZFY | AF-Y  Ivsx  mE  WEEE  ENG &rhe jmalnltl]l

#HE £\ &R 3174
ko . | s, e’} iZE [PR]

4 0 EBHS@ILUHEE I RIT A ARICRaHaIc) /iE e 7L

[PR] (KT ASSICABA0(C B 5 A s b i | LUBEE < k> TIL g0 Wwvi=k{0| BETTD Frvo| | @ REEAR XFEHAZ (& %

Q|0 [wy1—k|{23| BETTH 15 Fzvy| B REEAR W XY

Editorial: Aging society does not necessarily spell doom

HE-BERESs BER O¥HEEL

S0 20125058058 026304

Longevity is something to be celebrated, but when it comes to the aging of Japanese society, it is
often discussed in a pessimistic tone.

SO TV ERDICF DR Fohaled
E#li&;ﬁftu jd‘mL :fﬁf;;ﬁt%dizﬁ’f;of Tt;’é A ?L;ﬁfﬁ' ﬁﬁi? ‘ One reason for this is the continuing decline in people of working age.|Learning that our society
» v Riza B SBIHEE =
TTEL il Et%é '_E{R AT A HH FTSRNL 6. RETANS is shifting from one in which four working people financially support one senior citizen, to
FR | ILA2EBEONSHELERRICRBED I LAMCADLERITDLICAS,

another in which each working person must support one senior citizen - a so-called "piggyback"
EhLsFEEESELNIIOERGEE (B EROEE) £V LE|Z EIFA~X72, setup --would make anyone anxious. And indeed, that is exactly what is happening.
EEN IREFELART . BFHEESHLOSVWAN ZT VDS I, #Ilit:

{ WD Y N U NN SN Y (S (U NS R [ | DU TN SN (PN U S U S T
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Question 1.

* Write down three candidates for sources of parallel

data in English-Japanese, or some other language
pair you are familiar with.

* They should all be of different genres.
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Tokenization
- Example: Divide Japanese into words
AN EFZ&hE LT,
ABB D BF gi A Ufc .

 Example: Make English lowercase, split punctuation

Taro visited Hanako.

v

taro visited hanako .
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Tokenization is Important!
» Just Right: Can translate properly

ANEB A = taroo
NBR &#7 — = taroo

 Too Long: Cannot translate if not in training data

NBEEAY — = taroo In Data
NE%Z& —» KH% X Not in Data

* Too Short: May mistranslate

K BB A —» fatro X
N Bf & ——» fatro X 18
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Language Modeling

» Assign a probability to each sentence

E1: Taro visited Hanako P(E1)
E2: the Taro visited the Hanako P(E2)
E3: Taro visited the bibliography P(E3)

* More fluent sentences get higher probabillity

P(E1) > P(E2) P(E1) > P(E3)
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n-gram Models

 We want the probabillity of
P(W = “Taro visited Hanako”)

* n-gram model calculates one word at a time

e Condition on n-1 previous words
e.g. 2-gram model

p(le“Taro”) * P(WZ:”visited” | le"TaI‘O")
* P(w_="Hanako” | w_="visited")

* P(w,="</s>" [ w .="Hanako")

NOTE:
sentence ending symbol </s> 20
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Calculating n-gram Models

* Nn-gram models are estimated from data:
C(Wini1--Wi)

C(Wipig. Wi y)

P(Wi‘wi—n+1'“wi—1):

| live In osaka . </s>
| am a graduate student . </s>
my school is in nara . </s>

P(osaka | in) = c¢(in osaka)/c(in) =1/2=0.5
P(nara | In) = c(in nara)/c(in)=1/2=0.5

n=2

1



|N/A\|| S—“_ Statistical Machine Translation

Question 2:

« Calculate the 2-gram probabillities of the n-grams on
the worksheet.

22
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Alignment

* Find which words correspond to each-other

ABB Y feF & ahfd Lic, ABR Y e+ = ahfd Lic,

4>

taro visited hanako . taro visited hanako .

* Done automatically with probabilistic methods

Ei.‘;% P( £+ |hanako) = 0.99
- B P( XER |taro) = 0.97
P(visited| £5f5 ) = 0.46
English P(visited| L7z ) = 0.04
English P( £ |taro) = 0.0001
- English 73
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IBM/HMM Models

* One-to-many alignment model

/_.l_\T)l/ D = the hotel front desk
4 ” A X X

the hotel front desk 7.|_\T)|/ O xﬁ

* |IBM Model 1: No structure (“bag of words”)
* |BM Models 2-5, HMM: Add more structure

24
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Combining One-to-Many Alignments

KTV D yS(H the ho;(el front desk

LV y S

the hotel front desk K7L O xﬁ
éombineA
Y

the hotel front desk

/T\T)l/ 0) yJ__r

e Several different heuristics 25
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Phrase Extraction

» Use alignments to find phrase pairs

the
hotel
front

desk

N
=

20,

_'T MK

T IV D - hotel

T )L @ - the hotel

Z{7 > front desk

RTIVDOZF > hotel front desk
RTILDZ{TF > the hotel front desk
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Phrase Extraction Criterion

e Must have

e 1) one alignment inside the phrase
* 2) no alignments outside and in the same row/column

/‘JK
OK! )lzd)ﬁ No alignments inside

the
hotel D “®” outside
front B

desk ]
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Question 3:

* Glven the alignments on the work sheet, which
phrases will be extracted by the machine translation
system?

28
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Phrase Scoring

 Calculate 5 standard features

 Phrase Translation Probabilities:
P(fle) = c(f,e)/c(e) P(elf) = c(f,e)/c(f)

e.g. c("TJL @D, the hotel) / c(the hotel)

* Lexical Translation Probabilities
- Use word-based translation probabilities (IBM Model 1)
- Helps with sparsity
P(fle) = Flf 1/|e] Ze P(fle)

e.g.
(P( "7 IV |the)+P( =T )L |hotel))/2 * (P( D |the)+P( D |hotel))/2

* Phrase penalty: 1 for each phrase
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Lexicalized Reordering

* Probability of monotone, swap, discontinuous

i XN &L
LB HBERE ST
the
thin mono
man disc.
visited
Taro swap
fLY — the thin XEE & — Taro

high monotone probability high swap probability
» Conditioning on input/output, left/right, or both
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Decoding

* Given the models, find the best answer (or n-best)

‘model
N Taro visited Hanako 4.5
?KEB MMef& . - _, the Taro visited the Hanako 3.2
shid UTe ecoder Taro met Hanako 2.4
Hanako visited Taro -2.9

» Exact search is NP-hard! [Knight 99]

 Decoding uses beam-search to find an approximate
solution [Koehn 03]
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Phrase-Based Decoding

 Build translation from

) en: he visited the white house
left to right
. a:
« Remember which J
Words Were already en. E visited the white house
translated i lmi
* Choose translation en:  [he| visited [the—white—heuse |
with highest score < -«
ja: Wi RILAEIN\OR %& |
en: hf visited  the—white—hoeuse
ja: W13 [ RO4 I\ R & |HE Lk
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Question 4.

 How would a phrase-based machine translation
system generate the translation on the work sheet?

33
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Evaluation

* We built a machine translation system, we need to
Know:
 How good is our system?
* |s system A better than system B?
 What are the problems with our system?
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Human Evaluation

* Adequacy: Is the meaning correct?
* Fluency: Is the sentence natural?
* Pairwise: Is X a better translation than Y?

NN fEF =R LT
‘W}
Taro visited Hanako the Taro visited the Hanako Hanako visited Taro
Adequate? o O X
Fluent? O X e

Better? B, C C
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Automatic Evaluation

 How well does the translation match a reference?
« (or multiple references: more than one correct translation)
 BLEU: n-gram precision, brevity penalty [Papineni 03]
Reference: Taro visited Hanako

System: the Taro visited the Hanako

1-gram: 3/5
2-gram: 1/4
Brevity: min(1, |System|/|Reference|) = min(1, 5/3)  brevity penalty = 1.0

BLEU-2 = (3/5*1/4)*2* 1.0
= 0.387

* Also METEOR (normalizes synonyms), TER (# of
changes), RIBES (reordering)
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Tuning
» Scores of translation, reordering, and language models

LM ™M RM

o Taro visited Hanako -4 -3 -1 -8

X the Taro visited the Hanako -5 -4 -1 -10

X Hanako visited Taro _2 -3 _2 -7v Best
Score X

* |If we add weights, we can get better answers:

Best
LM ™ RM » Sigre o
o Taro visited Hanako 0.2*4 0.3%*3 0.5*1 -2.2
X the Taro visited the Hanako (g 2+5 (g 3%x4 05*1 -2.7
X Hanako visited Taro 0.2%~2 0.3%*3 0.5%2 213

- Tuning finds these weights: w =0.2w_ =0.3 w_ =0.5
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NAIST

Tuning Methods

 Minimum error rate training: MERT [Och 03]

source (dev)

ANBRA e F=zanfE Uic

/7 Taro visited Hanako

~— Decode @ »

n-best (dev)

the Taro visited the Hanako
Hanako visited Taro

N

Weights

\ / reference (dev)

Taro visited Hanako

~ Find better
- weights

* Others: MIRA [Watanabe 07] (online update), PRO
(ranking) [Hopkins 11]
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Question b5:

* Given the list of hypotheses on the worksheet, find
weights that maximize the BLEU score.
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Assignment
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Assignment (choose one):

e Paraphrasing Sentences

* a) Use Google Translate to find at least 10 sentences that
are not translated properly, and guess why.

* b) Create a strategy to paraphrase the sentences so they
are easier to translate. Explain why this strategy works.

 Manual Evaluation:

* a) Using provided translation results, perform a manual
Adequacy/Fluency evaluation, report the distribution of
scores (1-5) and some examples of good/bad scores.

* b) For 5-10 bad translations, discuss why translation failed.
* Creating a Translation System:
» a) Follow the steps on this page to make a machine

translation system and measure the accuracy:
http://www.statmt.org/moses/?n=Moses.Baseline

* b) Find a setting of the system that changes the accuracy,
and discuss its effect.
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Assignment Submission

Use the additional materials on the web site if you
choose the “Manual Evaluation” assignment.

Length: 500+ words plus figures/tables if necessary

Address: neubig@is.naist.jp
Deadline: 2012-10-30, 23:59
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