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Remember: Masked 
Language Model
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• Encoder-only pre-trained 
model

• Not suitable for 
conditional generation



How to design a pre-
trained model that can 

adapt to 
conditional generation?



Seq2seq Pretraining and 
Beyond
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PreSeq2seq
（Ramachandran et al.）

• Model: RNN-based Encoder-decoder, no self-
attention

• Objective: language model
• Encoder & decoder are pre-trained by two 

language models
• Data: Task-specific



MASS
（Song et al.）

• Model: Transformer-based Encoder-decoder

• Objective: only predict masked spans

• Data: WebText



BART
(Lewis et al.)

• Model: Transformer-based encoder-decoder model

• Objective: Re-construct (corrupted) original 
sentences

• Data: similar to RoBERTa (160GB): BookCorpus, CC-
NEWs, WebText, Stories

Different CorruptionFramework



mBART(Liu et al.)

• Model: Transformer-based Multi-lingual Denoising
auto-encode

• Objective: Re-construct (corrupted) original 
sentences

• Data: CC25 Corpus (25 langauges)



Seq2seq v.s Masked LM
• Regarding generation 

tasks:
• Seq2seq (BART) 

could significantly 
outperform masked 
LM (BERT) 41
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Summarization - ROUGE-1

~ 2.0 ROUGE-1 is a fairly 
large performance gap



Seq2seq v.s Masked LM
• Regarding non-

generation tasks:
• Seq2seq (BART) 

could achieve 
comparable or even 
better performance 
than masked LM 
(BERT)



Prefixed Language Model
• Encoder and decoder 

are put in the same 
Transformer by using

• Fully-connected 
self-attention

• Left-to-right self-
attention
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UNiLM
（Dong et al.）

• Model: prefixed-LM, left-to-right LM, Masked LM

• Objective: three types of LMs, shared parameters

• Data: English Wikipedia and BookCorpus



T5
( Raffel et al.)

• Model: left-to-right LM, Prefixed LM, encode-decoder

• Objective: explore different cases respectively

• Data: C4 (750G) + Wikipedia + RealNews + WebText



T5
( Raffel et al.)

• Model: left-to-right LM, Prefix LM, encode-decoder

• Objective: explore different cases respectively

• Data: C4 (750G) + Wikipedia + RealNews + 
WebText



Seq2seq v.s Prefixed LM
Seq2seq
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• Architecture
• Seq2seq: 

different 
parameters for 
encoder & 
decoder

• Prefixed LM: 
same parameters 
for prefix and 
continuation.



Seq2seq v.s Prefixed LM
• Loss Function

• Seq2seq: 
calculate loss only 
on output

• Prefixed LM: 
calculate loss on 
both prefix and 
continuation.
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Seq2seq Pretraining and 
Beyond
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Seq2seq Pretraining and 
Beyond

Encoder-decoder
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GPT3 
(Brown et al.)

• Model: like GPT2 (left-to-right, task prompt)

• Objective: left-to-right language model 

• Data: Common Crawl + WebText + Books1,2 + 
Wikipedia



GPT3 
(Brown et al.)

• Left-to-right language model is all you need:
• with the help of “prompt”, many NLP tasks 

could be formulated as a language model 
problem.



Example

“Brevet Sans 
Garantie Du 

Gouvernement”

Translate into 
English ?



Example

“Brevet Sans 
Garantie Du 

Gouvernement, 
translated to English”

GPT3
Patented without 

government 
warranty

Prompt



Real Examples
GPT3 Authors a Python Function

Image credit: https://www.buildgpt3.com/

Promp
t

Output



Example credit: https://lacker.io/ai/2020/07/06/giving-gpt-3-a-turing-test.html

Promp
t

Test



A Unified view for Pre-
trained Models



Encoder-decoder
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A Unified view for Pre-
trained Models
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Practical Tricks
• Choose an appropriate one

• Suitability: Data, loss of pre-train models <->  domain, 
characteristics of your tasks



Practical Tricks
• Choose an appropriate one

• Suitability: Data, loss of pre-train models <->  domain, 
characteristics of your tasks

• Commonly, larger versions could do better.
• RoBERTa > BERT on many NLP tasks, but when designing 

a metric (BERTScore), BERT does better
• BART >> BERT on text generation tasks.
• GPT2 is suitable for unconditional text generation tasks.
• GPT3 does better on few-shot/zero-shot scenario.

Empirically



Practical Tricks
• Choose an appropriate one

• Suitability: Data, loss of pre-train models <->  domain, 
characteristics of your tasks

• Economy: different versions (base, large, huge) -> based on your 
computational resource

• lighter version first

• If the pre-trained model is too large to store for GPUs,

• Think about distilled version

• Think about data or model parallel



Practical Tricks
• When you’re using them, think about

• How are their data pre-processing methods?
• Case sensitive/tokenize

• Do you want to fine-tune or freeze them?
• If fine-tuning, which types of fine-tuning methods you want to 

adopt?
• Gradual  unfreezing (Howard et al. 2018); Prefix-tuning (Li et al. 

2021); P-tuning (Liu et al. 2021)
• If your interested pre-trained model (say M) has already been fine-

tuned by other relevant tasks (say M’)?

• If yes, you probably can use M’ directly



Open Questions
• Data Contamination

• whether test samples have already been seen 
during the pre-training stage



Open Questions
• Data Contamination
• Data Privacy

• Pre-training data can be recovered from pre-
training samples (Carlini et al. 2020)



Open Questions
• Data Contamination
• Data Privacy
• Downstream task specific pre-training

• Data perspective 
“pre-training on in-domain unlabeled data can improve performance 
on downstream tasks” (from T5)



Open Questions
• Data Contamination
• Data Privacy
• Downstream task specific pre-training

• Data perspective 
• Loss function perspective

• PEGASUS (Zhang et al. 2019):  Summarization-specific Pre-training 
Models

• RefBERT (Varkel et al. 2020): Corefence-specific Pre-training Models



Open Questions
• Data Contamination
• Data Privacy
• Downstream task specific pre-training
• How do we use it

• Fine-tune or not?



Open Questions
• Data Contamination
• Data Privacy
• Downstream task specific pre-training
• How do we use it?
• Is it true that “large pre-trained model is all we 

need”?
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